
Abstract

Ab Initio Studies of Ferroelectric Thin Films

Mehmet Doğan

2017

Epitaxial interfaces between metal oxides and semiconductors have been of significant research

interest due to their potential use in electronic device applications. Thin films of metal oxides

can display many functional physical properties, an important example of which is ferroelectricity.

Ferroelectric thin metal oxide films grown on semiconductors can enable non-volatile transistors,

where the state of the device is encoded in the polarization state of the oxide which determines the

electronic transport properties of the semiconductor. This thesis presents theoretical studies of a

number of metal oxide on semiconductor systems using first principles electronic structure methods.

We have studied the BaTiO3/Ge interface as a candidate of a ferroelectric oxide/semiconductor sys-

tem. In one set of studies of this interface, we have shown how cross-interfacial structural couplings

can create atomic-scale structural motifs in the metal oxide that do not exist in any of its bulk

phases. Separately, we have found that multiple polarization states in the BaTiO3 film are possible

and, in principle, that one can switch between them by the application of an external electric field.

Unfortunately, the overall direction of the polarization is pinned by the interface chemistry in this

system. In order to modify the interface chemistry to promote ferroelectricity, we have proposed the

usage of a buffer layer between the oxide and the semiconductor, such as a monolayer of zirconia.

We have explored the possible stable configurations of single monolayers of ZrO2 on Si and found

that multiple polarization states are indeed stabilized. We have found that ferroelectric switching

between these two structures would lead to modifications of the Si electronic band properties in a

manner comparable to available experimental results. We have developed a discrete lattice model

to predict domain behavior in these monolayer films at finite temperatures. In a final set of works,

we have conducted a study of thin films of doped hafnia which have recently shown ferroelectric

behavior. We have focused on strain effects in doped HfO2 to explain some of the experimental

observations from a structural point of view. Our findings provide an understanding for the stabi-

lization of ferroelectricity in hafnia based thin films.
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Chapter 1

Introduction

Crystalline metal oxides have been one of the primary ingredients of nanodevices since

the beginning of the age of nanotechnology in the 1980s [2]. These materials exhibit

almost every possible solid state phenomenon. The possibilities multiply when thin

films of crystalline metal oxides interface with other crystalline materials. The recent

advances in fabrication techniques such as growth by molecular beam epitaxy (MBE)

allow for heterostructures with atomically abrupt interfaces so that the structural

and electronic properties of the two interfacing materials couple [3]. In this Thesis,

we primarily focus on crystalline metal oxide/semiconductor interfaces with the aim

of achieving ferroelectricity in these oxide films.

Thin films of crystalline metal oxides grown on semiconductors are a potential

basis of future transistors. A typical metal-oxide-semiconductor field-effect transistor

(MOSFET) chiefly consists of a semiconductor substrate and a thin insulating layer

(see Figure 1.1). Traditionally Si is used as the semiconductor and amorphous SiO2 is

used as the insulator. MOSFETs have been shrinking in size over the decades, halving

roughly every 18 months (known as Moore’s law) [3]. In order for a transistor to be

reliable and able to operate at room temperature, the capacitance of the insulator

must be kept roughly constant as the size decreases [4]. As the the area of the
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Figure 1.1: A typical MOSFET with a ferroelectric as the insulating layer.

transistor decreases, the insulating layer must also get thinner in order to keep the

capacitance the same, according to the equation

C =
κε0A

t
, (1.1)

where C is the capacitance, κ is the relative permittivity (dielectric constant), ε0 is the

permittivity of free space, A is the area and t is the thickness of the insulating layer.

The thickness of the SiO2 layer has become as small as 1 nm, which gives rise to gate

induced leakage currents due to quantum tunneling of electrons, and thus renders the

layer non-insulating [5]. Using materials with higher dielectric constants than SiO2,

or “high-k materials", is one potential solution to this issue. If κ is high enough,

it is possible to thicken the layer in order to prevent leakage currents while keeping

the capacitance fixed. Some crystalline metal oxides are good candidates for high-

k materials, having high dielectric constants at room temperature. They are also
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more easily studied both theoretically and experimentally compared to amorphous

oxides. Recently SrTiO3, with a room-temperature static dielectric constant of 300,

was successfully grown on Si [6]. The capacitance of this 15 nm-thick SrTiO3 region

was equivalent to that of 1 nm-thick SiO2. This means that quantum tunneling

of electrons across the top and the bottom of the film is greatly suppressed, while

retaining the same surface area and electrical properties. Another promising high-k

material candidate is BaTiO3, which has a room-temperature static dielectric constant

of 5000 [7].

In addition, being ferroelectric in the bulk, BaTiO3 might help realize non-volatile

transistors. A non-volatile transistor would not require constant application of a gate

voltage to stay in the “on” state; the polarization of the ferroelectric would remain

“on” even after the applied voltage is turned off (see Figure 1.1). If this feature

can be achieved, it would reduce the role of the gate voltage to a momentary switch,

immensely lowering the power consumption of the transistor. The hypothetical device

with Ge as the semiconductor and BaTiO3 as the insulator was patented in 1957, but

the attempts to actualize it by glueing the BTO onto Ge failed due to the uncoupling

of the two regions [6].

Epitaxial growth of crystalline metal oxides on semiconductors is best achieved

through layer-by-layer molecular beam epitaxy (MBE) [3]. The most important ben-

efit of this method is the ability to modify the growth conditions to achieve ther-

modynamic stability for each layer. On silicon, the greatest challenge to the growth

has been the spontaneous formation of SiO2 at the interface, which requires careful

manipulation of temperature and oxygen pressure. Epitaxial BaTiO3 on Ge was first

achieved with a 25 nm-thick film of BaTiO3 [6]. It has been theoretically estimated

that a BTO film would not be ferroelectric in the direction that is normal to the

interfacial plane, if it were thinner than 7 nm [8]. The latest stage in the experimen-

tal growth, being conducted at Yale by our collaborators, consists of BTO slabs of 5

3



and 11 atomic layers, corresponding to approx. 1 nm and 2 nm, respectively. In the

early parts of this work, we study the epitaxial interface between BTO and Ge and

compare our findings with the experimental results.

In a related but separate course of research, we investigate the structural properties

of ZrO2 monolayers on Si(001). Our collaborators at Yale have grown amorphous but

atomically abrupt ZrO2 films with the thickness of a single monolayer on Si(001). C-

V measurements indicate that these films may be ferroelectric. Our results indicate

that there is a multiplicity of (meta)stable configurations with varying out-of-plane

polarizations, which corroborates the experimental claim of ferroelectricity. In order

to predict the behavior of these films at finite temperatures, we set up a discrete

lattice Hamiltonian, which we then treat using Monte Carlo simulations. Lastly, we

investigate the configurations of ZrOx monolayers on Si varying oxygen content.

For a final set of studies, we turn our attention to doped HfO2. HfO2 is widely

used as a gate oxide in transistor devices today, and the recent discovery of ferro-

electricity in HfO2-based thin films has sparked great research interest [9, 10]. It is

well established that the ferroelectric properties of these films greatly depend on film

thickness, doping element and concentration, and annealing conditions. Empirical

data obtained in the last few years have provoked the nanodevice community to de-

sign and develop devices based on these films. However, an atomistic understanding

of how ferroelectricity emerges in these films under certain conditions is incomplete.

In this Thesis, we attempt to explain some of the empirical findings using bulk and

thin film calculations.

This Thesis is organized as follows. In Chapter 2, we introduce density functional

theory, which is the main theoretical framework used throughout this work, along

with other methods that we have employed. In Chapter 3, we present our published

study on the BTO thin films epitaxially grown on Ge [11] which summarizes the

experimental results and discusses the structural motifs in the oxide in terms of the
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eigenmodes of the bulk force constant matrix. In Chapter 4, we report our full

theoretical study of these interfaces, focusing on structural and electronic properties

and thermodynamic stability of these thin films. In Chapter 5, we present our work

on ZrO2 monolayers on Si, which we find to be a system with a rich landscape of

configurations. In Chapter 6, we discuss the origins of ferroelectricity in doped HfO2

films. Finally, in Chapter 7, we summarize each of the projects reported in this

Thesis, and discuss future research.
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Chapter 2

Methods

2.1 Density functional theory

The main tool we use throughout this Thesis is density functional theory (DFT) which

we shall briefly outline in this section. Developed in 1960s by Hohenberg, Kohn and

Sham [12, 13], the chief achievement of DFT is to reduce the full many-body problem

to a system of self-consistent equations with functions of a single spatial variable,

thereby making the problem much more tractable.

In the Born-Oppenheimer approximation, the non-relativistic Schrödinger equa-

tion for N electrons is

HΨ (r1, ..., rN) = EΨ (r1, ..., rN) . (2.1)

In natural units (~ = 1, e = 1, me = 1), H can be written as

H = T + Vee + Vei, (2.2)

where

T = −1

2

N∑
j=1

∇2
j (2.3)
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is the kinetic energy operator,

Vee =
1

2

N∑
j 6=k

1

|rj − rk|
(2.4)

is the electron-electron interaction, and

Vei =
N∑
j=1

v (rj) (2.5)

is the electron-ion interaction with

v (r) = −
∑
J

ZJ
|r−RJ |

. (2.6)

Solving for the full N -body wavefunction is not feasible, nor is it needed since

we are not interested in tracking all the correlations of all electrons simultaneously.

Typically we are interested in the ground state energy E0, band energies and gaps,

and the electron density n(r). E0 is given by

E0 = 〈Ψ0 |T + Vee + Vei|Ψ0〉

= 〈Ψ0 |T + Vee|Ψ0〉+

∫
d3rn (r) v (r) , (2.7)

where Ψ0 is the ground-state wavefunction and n(r) is the ground-state electron

density. DFT was born from the observation that the first term does not depend on

ionic configuration, and given the ionic configuration evaluation of the second term

only requires the electron density n (r). Additionally, the ionic configuration enters

the evaluation of E0 only through v (r). Thus given v (r), we have H, we obtain Ψ0,E0

and thus n (r). Schematically

v (r)→ H → Ψ0, E0 → n (r) .
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The first theorem of DFT establishes that there is a one-to-one mapping between

v (r) and n (r), i.e. the arrows above are two-way [12]. Thus we can treat Ψ0 as a

functional of density n (r). Defining

F [n] ≡ 〈Ψ0 [n] |T + Vee|Ψ0 [n]〉 , (2.8)

we have

E0 [n] = F [n] +

∫
d3rn (r) v (r) . (2.9)

According to the second theorem of DFT, E0 [n] is the minimum of the functional

defined as Ev [ñ] ≡ F [ñ]+
∫
d3r ñ (r) v (r), and is attained at ñ = n [12]. The first two

theorems of DFT establish that we can express all quantities of interest as functions

of n (r), which is a single-variable function, unlike the N -body wavefunction.

In order to compute the functional F [n] for a given n (r), let us write it as follows:

F [n] = 〈Ψ0 [n] |T + Vee|Ψ0 [n]〉

= Ts [n] + EH [n] + Exc [n]

= Ts [n] +
1

2

∫
d3r

∫
d3r′

n (r)n (r′)

|r− r′|
+ Exc [n] , (2.10)

where Ts [n] is the kinetic energy of a non-interacting electron system with density

n (r), EH [n] (Hartree energy) is the classical electrostatic repulsion between electrons

with density n (r), and Exc [n] is the exchange-correlation energy which describes the

quantum behavior that is not included in the Hartree term. Exchange (x) refers to the

fact that no two electrons with equal spins can simultaneously occupy the same state.

Correlations (c) capture the fact that electrons repel each other; so the probability of

finding two electrons at positions r and r′ is less than n (r)n (r′) if ‖r− r′‖ is small.

The third theorem of DFT describes how the ground state n (r) is found, which is

equivalent to finding the N lowest-energy states of the following set of self-consistent
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equations, known as Kohn–Sham equations [13]:

[
−∇

2

2
+ veff (r)

]
ψj (r) = εjψj (r) , (2.11)

veff (r) = v (r) +

∫
d3r′

n (r′)

|r− r′|
+ vxc (r) , (2.12)

vxc (r) ≡ δExc [n]

δn (r)
, (2.13)

n (r) =
N∑
j=1

|ψj (r)|2 . (2.14)

The three terms in the effective potential veff (r) are the ionic potential, the average

electrostatic (Hartree) potential and the exchange-correlation potential vxc (r), which

includes all the many-body interactions of the electrons as a single-variable function.

Once these equations are self-consistently solved to yield the set of wavefunctions{
ψ̃j (r)

}
, we compute the ground-state electron density as

n0 (r) =
N∑
j=1

∣∣∣ψ̃j (r)
∣∣∣2 (2.15)

and the ground-state total energy as

E0 = −1

2

N∑
j=1

〈
ψ̃j
∣∣∇2
∣∣ ψ̃j〉+

∫
d3rn0 (r) v (r) +

1

2

∫
d3rd3r′

n0 (r)n0 (r′)

|r− r′|
+ Exc [n0] .

(2.16)

The core of DFT summarized above serves to transfer the problem from a multi-

variable framework to a single-variable framework, without resorting to approxima-

tions. However, expressing the exchange-correlation energy functional requires ap-

proximations.
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2.2 Exchange-correlation energy functional

The most common method to approximate the exchange-correlation energy is the

local density approximation (LDA) [13, 14], where space is divided up into volume

elements inside which there is a homogeneous electron gas at a certain density:

ELDA
xc [n] =

∫
d3rn (r) εxc (n (r)) , (2.17)

whereεxc (n) is the exchange-correlation energy of a homogeneous electron gas at

density n, which has been computed numerically to high accuracy (and analytically

in certain limits) [15, 14].

Approximations of Exc [n] are a well-studied subject and different approximations

exist with different merits. LDA is not expected to work well if n (r) varies rapidly, if

there are regions where n (r) is very low, or when the electrons are strongly correlated.

Still it has been observed that LDA is able to calculate the following quantities quite

accurately: Cohesive and binding energies, ground-state energy differences of similar

configurations, lattice parameters and atomic positions [16].

In this work we mainly use a well-established improvement on LDA, called gener-

alized gradient approximation (GGA) [17, 18]:

EGGA
xc =

∫
d3rn (r) εGGA

xc (n (r) , |∇n (r)|) , (2.18)

where εGGA
xc (n, |∇n|) is the exchange-correlation energy of an electron gas with density

n and density gradient ∇n. The expression for εGGA
xc is not unique, and improving on

it is a topic of ongoing research. By including information about the gradient of n,

this form of the functional can describe exchange-correlation effects better. GGA is

known to improve the accuracy of binding energies and energy barriers compared to

LDA [18].
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2.3 Plane waves and pseudopotentials

Since the systems we study are periodic in space, we solve the Kohn–Sham equations

iteratively in unit cells of our choosing, with the help of Bloch’s theorem, and using

plane waves as the basis:

n (r) =
∑
n,k

|ψnk (r)|2 , (2.19)

ψnk (r) =
eik·r

Ω

∑
G

cnk (G) eiG·r, (2.20)

where Ω is the volume of the unit cell, and cnk (G) are plane wave expansion coeffi-

cients. Because cnk (G) should go to zero as |G| → ∞, we can truncate the expansion

at a pre-defined cutoff such that the sum is done over all G with |G| ≤ Gcut. The

accuracy of the approximation monotonically increases with increasing Gcut. In our

calculations Gcut is specified through Ecut, where Ecut = G2
cut/2, and Ecut is treated as

a convergence parameter.

The advantages of using a plane wave basis are that (i) the kinetic energy has a

very simple expression in this basis, (ii) the periodicity of the crystal is included in

the plane wave expansion itself, and (iii) systematic convergence of the total energy

to a desired accuracy is guaranteed by increasing Ecut. Because this expansion is

essentially a Fourier expansion, capturing rapidly varying regions of the wavefunction

requires a large number of plane waves. However, these regions are typically in the

vicinity of atomic nuclei, and in general do not need to be exactly reproduced since

they are not critical for bonding. To describe these regions in a smooth way to save

computational cost, we use pseudopotentials [19]. In calculations with pseudopoten-

tials, core electrons are excluded from the treatment, and the potential on a valence

electron is modified such that it fits the true potential outside a cutoff radius rcut but

is smoother inside the cutoff radius rcut. Because chemical processes occur between
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nuclei rather than on the nuclei, we expect this approximation to accurately describe

solids or molecules.

2.4 Calculation of forces

Given the atomic positions, we solve the Kohn–Sham equations with the help of plane

waves and pseudopotentials to find the electronic ground state. However, in order to

find the optimal atomic positions and/or lattice parameters, or to compute phonons,

we need to compute the derivatives of the total energy with respect to ionic positions,

i.e. the forces on ions. The force on ion J is

FJ = − d

dRJ

(E0 + Eii) , (2.21)

where E0 is given by equation (2.16) and Eii is the sum of the electrostatic interaction

energy between ion-ion pairs. The second term can be written as

Eii =
1

2

∑
I 6=K

ZJZI
|RI −RK |

(2.22)

and its derivative is straightforward to compute. The derivative of the first term is

more involved, but can be simplified by expressing E0 as a function of {RJ} and
{
ψ̃j

}
.

Because E0 is stationary with respect to the wavefunctions
{
ψ̃j

}
, its derivative with

respect to RJ is equal to its explicit derivative with respect to RJ (Hellman–Feynman

theorem [20]). Since the only term in equation (2.16) with explicit dependence on

ionic positions is the second term which expresses the electron-ion interaction, the

derivative becomes
dE0

dRJ

=
∂E0

∂RJ

=

∫
d3rn0 (r)

∂v (r)

∂RJ

. (2.23)
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Therefore the force on ion J is

FJ = −
∫
d3rn0 (r)

∂v (r)

∂RJ

− 1

2

∂

∂RJ

∑
I 6=K

ZJZI
|RI −RK |

, (2.24)

which can be computed for a given ionic configuration and electron density without

significant computational effort.

2.5 Nudged elastic bands method

On many occasions in this Thesis, we will be interested in transitions between related

(meta)stable configurations. In transition state theory, the rate at which a transition

between two configurations happens is given by

R = νe
− Eb
kBT , (2.25)

where ν is the attempt frequency (usually of the order of a typical vibrational fre-

quency), Eb is the energy barrier, kB is Boltzmann’s constant and T is the temperature

[21, 22, 23].

The nudged elastic bands (NEB) method [24, 25] is a method to find the minimum

energy path (MEP) and thus the energy barrier (Eb) between a given pair of configu-

rations, enabling us to estimate the likelihood of a transition between two states at a

given temperature. For a system with N particles, finding the MEP is equivalent to

finding a path between two points in a 3N dimensional configuration space such that

maximum value of the energy on the path is minimum. Between two (meta)stable

states, i.e., energy basins in the configuration space, this is equivalent to finding a

saddle point between the two basins. A saddle point in this 3N dimensional space is

a minimum of energy along 3N − 1 dimensions, and a maximum of energy along 1

dimension, namely the reaction coordinate.
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In Figure 2.1, a simplified 2 dimensional energy landscape is presented with two

basins. An NEB calculation takes these two states as an input and first generates

intermediate “images” connecting these two states. This initial set of images is shown

as circles on the straight dashed line in the right panel of the figure. Then these

images are relaxed so that the transition path relaxes to the MEP. Because relaxing

the images without any constraints would lead them to relax into a basin, the images

are connected with fictitious springs with spring constant k. The images are relaxed

in the direction perpendicular to the transition path according to the force written as

F
(i)
⊥ = −∇E (Ri)|⊥ = −∇E (Ri) +∇E (Ri) · τ̂i, (2.26)

where E (Ri) is the energy of the image i at position Ri in the configuration space

and τ̂i is the normalized local tangent to the transition path. Along the transition

path, the images are kept separate through the fictitious spring forces that can be

written as

F
(i)
‖ = k (|Ri+1 −Ri| − |Ri −Ri−1|) τ̂i, (2.27)

where k is the spring constant. The total force on an image during an NEB step is

then

F(i) = F
(i)
⊥ + F

(i)
‖ . (2.28)

This process relaxes the transition path onto the MEP; however, to locate the

saddle point on the MEP to find the energy barrier Eb, one of the images is chosen to

move along the MEP until its energy is maximized. This image, generally taken to

be the image with highest energy after the initial relaxation onto the MEP, is called

the “climbing image” [24, 25]. In Figure 2.1, the climbing image is shown as a green

circle.
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Figure 2.1: A simple two dimensional energy landscape with two (meta)stable states
(blue circles) and the minimum energy transition path that can be calculated via the
NEB method. For an image on the initial path shown as a straight dashed line in
the right panel, the real perpendicular force F⊥ and the fictitious spring forces F‖ are
shown schematically in the inset. After the NEB calculation is complete, the green
circle sits on the saddle point and gives the energy barrier Eb. [The figure is copied
with the owner’s permission from http://umet.univ-lille1.fr/Projets/RheoMan/en/to-
learn-more-about/nudged-elastic-band.php]
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2.6 Simulation methods for lattice models

2.6.1 Monte Carlo algorithms for statistical physics

In this Thesis, we will describe the finite temperature behavior of some systems (see

Chapter 5) using Monte Carlo simulations. A thermodynamic system is described by

its partition function

Z =
∑
{s}

e
− Es
kBT , (2.29)

where the sum runs over all possible states of the system, Es is the energy of state s,

kB is Boltzmann’s constant and T is the temperature. The expectation value of an

observable X is

〈X〉 =
1

Z

∑
{s}

Xse
− Es
kBT , (2.30)

where Xs is the value of the observable X when the system is in state s.

The summations are over all possible states of the system which is a space that is

enormous for most physically relevant systems. However, most of the states occur with

vanishingly small probabilities, computed by the formula 1
Z

exp
(
− Es
kBT

)
. Hence in

order to avoid summing over all possible states, which is an intractable problem and a

wasteful attempt, one usually uses importance sampling, in which the sampling is done

over states that are chosen according to the probability distribution 1
Z

exp
(
− Es
kBT

)
[26].

Given two states of the system and their energies, it is trivial to compute their

relative probabilities according to their Boltzmann factors exp
(
− Es
kBT

)
. However,

computing the absolute probability of a state requires computing Z, which we wish

to avoid. The most commonly used way of computing expectation values without

evaluating the partition function is by creating a Markov chain of states in which

each state only depends on the state that immediately precedes it [27]. Starting from

a configuration Si with a Boltzmann factor pi, a new trial configuration Sj with a
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Boltzmann factor pj is generated and accepted with probability πij. The probability

of occupying the state Sj should be equal to the sum of the probabilities of arriving

at state Sj from any given state Si, i.e.

∑
i

piπij = pj. (2.31)

At equilibrium, this Markov process should obey detailed balance, i.e.

piπij = pjπji. (2.32)

In general, the transition probabilities πij are the product of two factors: a prob-

ability gij of proposing to move to state Sj from state Si, and an acceptance ratio Aij

of accepting the proposed transition from Si to Sj. Thus we can write

pigijAij = pjgjiAji, (2.33)

or
gijAij
gjiAji

= exp

(
−Ej − Ei

kBT

)
. (2.34)

For a given problem, gij, Aij are specified by the algorithm such that equa-

tion (2.34) is satisfied and the sampling efficiency is maximized.

Finally, a valid Monte Carlo algorithm must be ergodic, i.e., any state must be

reachable from any other state via a succession of moves.

2.6.2 Metropolis algorithms for discrete lattice models

The most common Monte Carlo algorithm for discrete lattice models such as the

Ising model is the so-called Metropolis algorithm. Let us describe this algorithm in

the context of our lattice model which we describe in more detail in Chapter 5.
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The Hamiltonian of our two dimensional discrete lattice mode is

H =
∑
i,j

E (σ (i, j)) +
∑
i,j

Jx (σ (i, j) , σ (i+ 1, j)) +
∑
i,j

Jy (σ (i, j) , σ (i, j + 1)) ,

(2.35)

where (i, j) are the positions on the discrete lattice along the (x, y)-directions, σ (i, j)

is the state on lattice site (i, j), E (σ (i, j)) is the site energy of the state σ (i, j),

Jx (σ (i, j) , σ (i+ 1, j)) is the nearest-neighbor interaction energy along the x-direction,

and Jy (σ (i, j) , σ (i, j + 1)) is the nearest-neighbor interaction energy along the y-

direction. Jx (σ1, σ2) = Jy (σ1, σ2) = 0 if σ1 = σ2. In this model, there are N types

of states, i.e. σ is a function that maps a lattice site onto one of s1, s2, . . . , sN . Note

that the lower-case s are different from the upper-case S used above, which denoted

the state of the whole system, which would be the collection of states s on all lattice

points for this model.

The two dimensional Ising model is a special case of our model, where N = 2. The

external magnetic field can be included by having E (s1) 6= E (s2), and anisotropy

can be included by having Jx (s1, s2) 6= Jy (s1, s2).

The Metropolis algorithm would operate on our N -state model as follows:

1. Pick a lattice site at random. Let us call the state on the site si. Let us call

the state of the initial system Sµ.

2. Propose to flip the state si to another state sf , chosen among all non-si states

with equal probability 1
N−1

. Let us call the state of the system if the proposed

flip occurs Sν . Thus gµν = 1
N−1

(see equation (2.34)). The probability of

proposing the inverse move, i.e. going to Sµ from Sν is clearly the same, hence

gνµ = gµν = 1
N−1

.

3. Compute the energy difference Eν−Eµ between Sν and Sµ. This is simple, since

the only difference is the state change of state si to sj, and the energy difference
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is localized to the site energy and the couplings with the nearest neighbors of

that site.

4. The acceptance ratios are obtained by equation (2.34):

Aµν
Aνµ

= exp

(
−Eν − Eµ

kBT

)
. (2.36)

A common way of achieving this equation is by setting:

Aµν =


exp

(
−Eν−Eµ

kBT

)
if Eν > Eµ

1 if Eν ≤ Eµ

(2.37)

To find the expectation value of an observable X, X is computed at each step of the

simulation that comprises of a finite number of steps, and then simply averaged. This

is the merit of importance sampling, which takes care of the relative probabilities of

states through equation (2.34), therefore the observables can simply be averaged.

2.6.3 Wolff cluster algorithms

The success of a Monte Carlo algorithm is usually measured by how easy it can gen-

erate “independent” samples, i.e. how many attempts it takes to go from a state Sµ to

another state Sν such that Sµ and Sν are “uncorrelated” (namely, decorrelation time).

The “single-flip” Metropolis algorithm is conceptually simple and easy to implement.

However, at each simulation step, the state only slightly changes, so the decorrelation

time can be large. For models with a second order phase transition, such as the two

dimensional Ising model, this algorithm suffers from “critical slowing down” where,

close to the critical temperature of the model, the decorrelation time diverges [28].

This issue can be solved by algorithms that propose states that are sufficiently

modified from the preceding state. A family of such algorithms is called cluster
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Figure 2.2: A sample instant of a Wolff cluster simulation of an N -state lattice model,
prior to (Sµ) and after (Sν) the switching of a cluster. The boundary of the cluster
is shown by solid lines, and the bonds at the boundary of the cluster are shown by
dotted lines. Each color-shape combination denotes a type of state in our 10-state
lattice model, described in detail in Chapter 5.

algorithms, where rather than switching the state on a single site, the state on a

groups of sites (“a cluster”) is switched simultaneously [29]. Here we modify the

Wolff cluster algorithm [30], originally developed for the Ising model, to simulate our

N -state model:

1. Pick a lattice site i at random. Let us call the state on the site si. Let us call

the state of the initial system Sµ.

2. Add each of the nearest neighbors j of the site i to the cluster, with the prob-

ability padd, provided that the states on sites i and j are the same, and the

“bond” between i and j has not yet been considered.
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3. Once all the neighbors of site i have been considered, move to the next site in

the cluster. Repeat step 2 for this site. If all the sites in the cluster have gone

through step 2, the cluster has been built. Move to step 4.

4. Propose to flip the state si to another state sf , chosen among all non-si states

with equal probability 1
N−1

, for all the sites in the cluster. Let us call the state

of the system if the proposed flip occurs Sν .

5. Compute the number of bonds at the boundary of the cluster. The two neigh-

boring states of the same kind are said to have a bond that is intact. When the

cluster is “flipped” the bonds at the boundary will be broken. In Figure 2.2, we

illustrate the formation of a cluster for a given state Sµ of the lattice, shown on

the left. The number of bonds at the boundary (shown as dotted lines in the

figure) is nµ = 9. The proposed state Sν is shown on the right. The number of

bonds at the boundary in the proposed state is nν = 1.

6. Compute the energy difference Eν − Eµ between Sν and Sµ. This requires ac-

counting for all the nearest-neighbor interactions at the boundary of the cluster

in both the initial and the final states.

Finding the correct acceptance ratio for this algorithm is somewhat involved. Let us

assume that the cluster in Sµ in Figure 2.2 is built in the following order:

1. The site at the upper left corner of the cluster is randomly picked.

2. The site to the right is added with probability padd, the other neighboring sites

of the same kind (above and below) are rejected with probability (1− padd)2.

3. The site to the right is added with probability padd, the other neighboring sites

of the same kind (above and below) are rejected with probability (1− padd)2.

4. The site below is added with probability padd, the site above is rejected with

probability (1− padd).
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5. The site to the left is added with probability padd, the other neighboring sites of

the same kind (to the right and below) are rejected with probability (1− padd)2.

6. The site below is added with probability padd, the site to the left is rejected with

probability (1− padd).

7. Both neighboring sites (to the left and to the right) are rejected with probability

(1− padd)2.

The total probability of this process in this order is p5
add (1− padd)10. The same process

can be repeated for the cluster in Sν in Figure 2.2 built in the exact same order, which

yields a probability of p5
add (1− padd)2.

The ratio of proposal probabilities of the forward and backward moves is then

p5
add (1− padd)10

p5
add (1− padd)2 = (1− padd)8 , (2.38)

where 8 is the difference in the number of bonds at the boundary for Sµ and Sν ,

i.e. nµ − nν = 8. It is evident that for any given order for building the same

cluster, the ratio of proposal probabilities of the forward and backward moves will be

(1− padd)nµ−nν . Because gµν is the sum of the probabilities of all moves that propose

Sν from Sµ and gνµ is the sum of the probabilities of all moves that propose Sµ from

Sν , we can write
gµν
gνµ

= (1− padd)nµ−nν . (2.39)

Therefore equation (2.34) yields

Aµν
Aνµ

= (1− padd)nν−nµ exp

(
−Eν − Eµ

kBT

)
= exp

(
−Eν − Eµ − kBT (nν − nµ) log (1− padd)

kBT

)
. (2.40)
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If we define

∆µν ≡ Eν − Eµ − kBT (nν − nµ) log (1− padd) , (2.41)

we can set the acceptance ratios (in analogy with equation (2.37)) to be

Aµν =


exp

(
−∆µν

kBT

)
if ∆µν > 0

1 if ∆µν ≤ 0

. (2.42)

In the original Wolff cluster method for the Ising model, padd is defined as a

function of temperature such that the acceptance ratios are always 1. This makes

for a rejection-less algorithm which is able to switch clusters of different sizes at any

temperature. However, in our model there is no simple relationship between Eν −Eµ

and nν − nµ as in there is in the Ising model. Therefore padd cannot be defined a

priori to make ∆µν vanish in equation (2.41), which in turn would guarantee Aµν = 1

in 2.42. After empirical tests on our simulations, we have set padd = 1
2
for the results

presented in Chapter 5. Improving the acceptance ratios through the choice of padd

is the subject of future research.
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Chapter 3

Engineered unique elastic modes at a

BaTiO3/(2× 1)-Ge(001) interface

Note: This chapter has been adopted from an article we have published in Physical

Review Letters [11].

3.1 Introduction

Strain coupling in perovskite-perovskite systems has led to the control and enhance-

ment of a wide range of physical properties including metal-insulator transitions in

the rare earth nickelates [31, 32, 33, 34], ferroelectricity and ferromagnetism in the

titanates [35, 36, 37], and improper ferroelectricity in titanate multilayers [38]. Epi-

taxial constraints are particularly important in controlling the physical properties of

most perovskite transition metal oxides whose properties are strongly coupled to lo-

cal and long-range structural distortions of the oxygen octahedral sublattice [2, 39].

These properties can be continuously tuned by modifying the amplitudes of the lat-

tice distortions. However, by coupling to more complex interfacial degrees of freedom

that go beyond simple elastic strain, electronic and magnetic effects can potentially be

coupled in order to give rise to multiferroic effects and complex orderings of electronic
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charge and spin [40, 41, 42]. Recent advances in the epitaxial growth of perovskite ox-

ides on semiconductors such as Si [43, 44, 45, 46], Ge [47, 48, 49], and GaAs [50, 51]

allow for structural coupling to even more complex symmetry degrees of freedom

that are not accessible in standard perovskite-perovskite epitaxy [52]. Separately, in

a more technological vein, the growth compatibility of complex oxides with semicon-

ductors has allowed the monolithic integration of the functional properties of oxides

with well-established complementary metal-oxide-semiconductor technologies [53].

In this chapter, we demonstrate the design of a non-bulk structural phase of the

transition metal ferroelectric BaTiO3 (BTO) using an interfacial structural motif that

strongly couples to symmetry-lowering structural distortions in the BTO. Bulk BTO

has a tetragonal P4mm structure at room temperature with an in-plane lattice con-

stant of 3.99 Å and a ferroelectric polar distortion along its c axis [54]. We report on

lattice distortions in thin BTO films grown on the reconstructed Ge(001) surface with

a lower Pm planar symmetry arising from asymmetric Ge surface dimer rows [55, 56].

The net result is a strong interfacial coupling to in-plane symmetry-breaking distor-

tions in the BTO that stabilize a non-bulk and distorted BTO interfacial phase. The

non-bulk features of this structure include breathing mode distortions of the oxygen

octahedra and cation rumpling. This phase leads to an in-plane component of the

polarization in the BTO in addition to significant oxygen octahedral distortions: in

other complex transition metal perovskite oxide systems, such distortions are associ-

ated with charge, spin, and orbital ordering [57, 58, 59]. While the in-plane polariza-

tion can be related to the room temperature stabilization of the bulk low-temperature

orthorhombic BTO phase, the period-doubling octahedral distortions that we observe

are unique to the BTO/Ge interface and are associated with stiff bulk modes that are

stabilized by the forces exerted by the reconstructed Ge surface. Using a combination

of synchrotron X-ray diffraction, transmission electron microscopy, and density func-

tional theory calculations, we show that the observed distortions can be parametrized
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by considering the lattice distortion modes excited by the symmetry of the imposed

epitaxial constraint.

3.2 Experimental findings

Thin films of BTO with thicknesses of 2.5 and 5.5 unit cell (u.c.) are grown on single

crystalline Ge(001) substrates using reactive molecular beam epitaxy [46, 48, 3, 60]. A

0.5 monolayer of Ba is deposited at 440 °C on the Ge surface to passivate the surface

and prevent the oxidation of the Ge surface. The wafer is then cooled to room

temperature where an additional 0.5 monolayer of Ba is deposited, followed by co-

deposition of two monolayers each of BaO and TiO2. The low-temperature deposition

leads to the formation of amorphous BTO as evidenced by a diffuse RHEED pattern.

The wafer is then heated to 500 °C in UHV where the amorphous BaO and TiO2

react to form crystalline BaTiO3. To create the 5.5 u.c. sample, three additional

monolayers of BaO and TiO2 are co-deposited at a substrate temperature of 570 °C.

We note that the higher temperature deposition of the three additional layers for the

5.5 u.c. sample may lead to changes in the stoichiometry and interfacial structure

as discussed below. Finally, for the 2.5 u.c. sample, a 7-nm-thick capping layer of

amorphous Ge is deposited at room temperature to protect the ultra thin BaTiO3

film.

To characterize the structure of the BTO films, transmission electron microscopy

measurements are carried out at Brookhaven National Laboratory. Figure 3.1(a) and

Figure 3.1(b) show high angle annular dark field images obtained along Ge [110] and

Ge [100] zone axes, respectively, for the 2.5 u.c. BTO/Ge sample. The images indicate

an abrupt interface with coherent atomic registry between the BTO film and the Ge.

As explained below, the reduced contrast for the interfacial Ge layer is attributed to

a Ge reconstruction and not to structural disorder, in agreement with Fredrickson et
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Figure 3.1: (a) High angle annular dark field TEM image of 2.5 u.c. BTO/Ge along
the Ge [100] zone axis. (b) Superimposed on the TEM image taken along the Ge [110]
zone axis is a model structure of the system determined from surface X-ray diffraction
measurements. The orange arrows indicate the rumpling of the interfacial Ba along
the [001] axis.

al. where the interface was prepared starting with a phase consisting of half a ML of

Sr on Ge(001) [49].

To confirm the ordered nature of the interface and the effect of the coupling across

the interface, we use synchrotron X-ray diffraction measurements to determine the

atomic structure of the system: atomic-scale structure of the samples is determined

from the analysis of crystal truncation rods (CTRs) [61]. In addition to integer-

order rods observed for both the 2.5 and 5.5 u.c. samples, superstructure reflections

consistent with a 2×1 symmetry with respect to the bulk Ge are observed for the 2.5

u.c. sample. From the periodicity of the superstructure reflections in the direction in

reciprocal space perpendicular to the film-substrate interface, the 2× 1 symmetry is

determined to extend from the interface into the BTO film.

Atomic positions are derived from the measured CTRs and superstructure reflec-

tions by fitting using a chi-square minimization genetic fitting algorithm program,

GenX [62]. For this analysis, we consider the coherent average of two 90° rotational
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Figure 3.2: (a) Integer-order (logarithmic vertical scale) and (b) superstructure (linear
vertical scale) crystal truncation rods measured (blue circles) for a 2.5 u.c. BTO film
grown on Ge(001) using molecular beam epitaxy. The model structure of the BTO/Ge
interface shown in Figure 3.1 (b) is derived from the fits (red lines) to the measured
data.

domains that arise due to atomic layer steps on the Ge(001) surface. Figure 3.2 shows

measured diffraction intensities along (a) integer and (b) half-order rods, and their

associated fits for the converged 2.5 u.c. sample. The XRD-determined structure of

the 2.5 u.c. sample is shown superimposed on the TEM image of the same sample

in Figure 3.1 (b). The main features of the XRD structure are well reproduced in

the TEM image: i.e., the rumpling of a full monolayer of Ba at the interface and the

displacement of Ti along the BTO [100] direction. The O positions, which are not

resolved in the TEM image, are determined from the X-ray CTR analysis.

In contrast to the 2.5 u.c. film, for the thicker 5.5 u.c. sample the CTR analysis

and the absence of superstructure Bragg reflections show that the entire system of

BTO and interfacial Ge have a 1 × 1 symmetry. The 5.5 u.c. BTO film has lattice

constants a = b = 3.99Å and c = 4.12Å in agreement with those of bulk tetragonal

BTO. Fits to the CTRs for the 5.5 u.c. film are shown in Figure 3.3. This points

to a link explored below between the growth procedure for the thicker film and the

manifestation or suppression of the interfacial distortions in the BTO.
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Figure 3.3: (a) Measured crystal truncation rods (blue circles) and associated fits
(solid red lines) for a 5.5 u.c. BaTiO3 film grown on Ge(001). (b) The atomic
configuration of the BTO film derived from the CTR data.

Recent results show that a diverse range of interface structures can be stabilized

for interfaces with varying cation and oxygen stoichiometry. BTO films grown with

a higher alkaline earth metal content show that the Ge dimers are stable, even for

thicker films, using a 0.5-ML Sr template layer on Ge [49]. In addition, prior theo-

retical calculations on the similar SrTiO3/Si interface indicate a strong dependence

of the dimerization of the interfacial semiconductor layer on both the cation and

oxygen stoichiometry, where low oxygen concentrations at the SrTiO3/Si interface

destabilize the Si dimers resulting in a 1 × 1 interface [63]. We have performed sys-

tematic theoretical calculations (see section 3.4.2 for full details) to clarify the effects

of oxygen stoichiometry and film thickness on the relative stabilities of 1×1 and 2×1

BTO/Ge interface structures. In brief, oxygen deficiency stabilizes the 1×1 interfacial

structure: this is linked to electron doping of the interface (due to oxygen vacancy for-

29



mation) and concomitant weakening of Ge-Ge dimers caused by electron occupation

of anti-bonding states of the dimerized Ge layer. This observation means that ex-

perimentally controlling the interfacial oxygen stoichiometry at oxide-semiconductor

interfaces can stabilize functional structural distortions.

3.3 Computational methods

We perform density functional theory (DFT) simulations, using the Perdew–Burke–

Ernzerhof generalized gradient approximation (PBE GGA) to approximate the ex-

change-correlation functional [18] along with ultrasoft pseudopotentials [19], an in-

plane 4× 8 Monkhorst–Pack k-point sampling, a plane-wave energy cutoff of 35 Ry,

and a Marzari–Vanderbilt smearing [64] with a width of 0.02 Ry. We employ the

QUANTUM ESPRESSO software package [65]. We use a 2 × 1 supercell consisting

of 8 layers of Ge and 2.5 u.c. of BTO on the top (100) surface of Ge, whereas the

bottom Ge surface is passivated with hydrogen. Due to the asymmetric nature of

the supercell, we use a dipole correction to prevent periodic copies of the supercell

in the z-direction from having artificial electrostatic interactions. This self-consistent

correction is achieved by introducing a fictitious dipole deep into the vacuum whose

magnitude is automatically chosen to cancel out the potential difference caused by

the film, leading to a flat potential in the vacuum [66]. The in-plane lattice constant

is fixed to the computed one for bulk Ge at 4.07 Å. All atoms in the supercell, except

the bottom two layers of Ge which are fixed to their bulk positions, are relaxed until

atomic forces are smaller than 10−4Ry/a0 along all axial directions.

30



Figure 3.4: DFT-predicted ground state structure of the 2.5 u.c. thick BTO/Ge
system with 2× 1 periodicity. TiO6 octahedra are shown as semi-transparent cages.

3.4 Results

3.4.1 Elastic modes at the BTO/Ge interface

We have first confirmed the stability of the observed structure for the 2.5 u.c. sample

from first-principles calculations. The ground-state relaxed atomic coordinates of the

BTO/Ge system are determined theoretically (see Figure 3.4) and are found to be in

agreement with the experimentally measured structure (shown in Figure 3.1).

To understand the BTO structural response for the 2.5 u.c. thick films, we consider

the lattice modes associated with bulk BTO [67]. The elastic response of atom l of

the BTO lattice to a force Flα is given by Flα =
∑

l′βKlα,l′βul′β, where Klα,l′β is

the interatomic force constant matrix connecting the force along Cartesian direction

α on atom l to the displacement ul′β of atom l′ in direction β. The interatomic

force constants are calculated for a reference bulk phase of BTO using ab initio

density functional perturbation theory calculations [20]. We then diagonalize the
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force constant matrix to obtain a set of static normal modes or eigenmodes. By

projecting the computed BTO lattice distortions in the heterostructure (relative to

the undistorted bulk BTO reference structure) onto these static eigenmodes, the

distortions are described in the basis of eigenmodes of the bulk force constant matrix

that immediately identifies unstable versus stiff modes. We have performed this

analysis using the eigenmodes of the cubic high-symmetry phase of bulk BTO. We

choose this reference phase for simplicity. We have explicitly verified that other choices

of reference (e.g., tetragonal phase or strained bulk phases) yield similar results: the

largest projections are always onto the soft modes at zero wave vector.

Figure 3.5 shows eigenmode dispersion curves along high-symmetry directions

in reciprocal space for BTO in its high-symmetry cubic perovskite structure. An

8 × 8 × 8 q-point mesh is used to sample the Brillouin zone. Intermediate q-points

are determined by Fourier interpolation. Modes with imaginary eigenvalues are soft

or unstable. The circles in Figure 3.5 indicate the magnitude of the projections

of the atomic displacements in the 2.5 u.c. thick BTO slab onto the eigenmodes.

Displacement patterns and projections are calculated for each 1 u.c. thick BTO that

can be extracted from the BTO slab. Figure 3.5 (a) shows the projections for the

two atomic layers (BaO and TiO2) which form the first BTO u.c. adjacent to the

interface. Each atom is distorted away from a reference configuration given by a pair

of strained cubic cells (joined in the x-direction to make a 2× 1× 1 cell) in which the

atoms are at the high-symmetry locations of the perovskite structure. The geometric

center of this reference cell is determined such that it coincides with the center of

the atomic positions in the particular 2× 1× 1 cell that is taken from the BTO film.

This choice for the center makes the projections onto the acoustic modes at Γ vanish.

(For more information regarding the choice of reference cell, see Section §3.5.) We

decompose the displacements in a 2×1×1 cell into the displacement modes obtained

from a 1 × 1 × 1 cell, which corresponds to the modes at the Γ and the X points of
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Figure 3.5: Force constant matrix eigenmode dispersion curves in reciprocal space
for bulk cubic BaTiO3. The colors correspond to the atomic content of each mode:
red, green and blue correspond to amplitudes of motion of Ba, Ti and O atoms,
respectively, following Ghosez et al. [67]. Solid circles superimposed on the dispersion
curves express the decomposition of atomic displacements at the interface onto modes
with Γ and X symmetry. The radii of the circles are proportional to the magnitude
of the projections of the atomic displacements in the 2.5 u.c. thick BTO slab onto
the eigenmodes. (a) The projections of the displacements of the first BaO and TiO2

layers adjacent to the interface. (b) The projections for the first TiO2 layer and the
second BaO layer above it. The theoretical ground state of the BTO/Ge system is
reproduced in the inset with the numbering of the atomic layers and the color coding
of the atom types.
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Figure 3.6: (a) Atomic motions for force constant matrix eigenmode contributing
the most to the displacements of the 2.5 u.c. thick BTO slab. The mode is soft at
the X point so that it involves anti-parallel displacements of planar O and Ti. (b)
Lowest energy stiff acoustic mode at X, where the Ti and O atoms move in the same
direction.

the 1 × 1 × 1 cell (30 projections in total). Figure 3.5 (b) shows the projections for

the next 1 u.c. thick subset of the slab. Away from the interface, the projections

reduce in amplitude, but the dominant modes remain the same. As expected, the

unstable modes with displacements normal to the interfacial plane account for most

of the observed structural distortions.

In Figure 3.6, the two leading eigenmodes (two largest circles at the X point in

Figure 3.5 (a)) for the interfacial BTO are shown. Figure 3.6 (a) shows the most

dominant displacement mode that involves out-of-plane O and Ti motion, where the

Ti atoms move in the opposite direction as the O atoms that are on the same (011)

plane. Shown in Figure 3.6 (b) is a stiff acoustic mode, which is the next leading

mode where the Ti atoms move in the same direction as the O atoms.

A significant part of the lattice distortion involves zone center distortions about

the Γ point that result in nonzero polarization in the x- and z-directions, which

corresponds to the bulk orthorhombic phase stable between 183 and 278 K (see Sec-

tion §3.5 for a discussion of projections of BTO bulk orthorhombic displacements).
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The ionic polarization ~P of the interfacial layer of the 2.5 u.c. film is determined from

the summation ~P = (e/Ω)
∑

i Z
∗
i xi, where Z∗i and xi are the Born effective charges

computed for a reference strained cubic bulk BTO, as discussed above, and the dis-

placements from the reference position of the ith ion, respectively. Ω is the volume

of the 2× 1× 1 u.c. over which the summation is carried out. The spontaneous ionic

polarization of the first interfacial BTO u.c. is estimated to be 54 µC/cm2 along the

BTO {101} axis, which is comparable to the bulk polarization for orthorhombic BTO

of 36 µC/cm2 [68]. The large value may be a consequence of strain imposed by the Ge

substrate. The lattice parameter of Ge (3.99 Å) is smaller than the a and b param-

eters of orthorhombic BaTiO3 and larger than the c axis of orthorhombic BaTiO3,

increasing the orthorhombic distortion and the larger observed polarization. We note

that since an equivalent BTO structure is obtained by applying a reflection operation

to the system through the yz-plane, the in-plane component of the polarization does

not have a preferred direction and, hence, in principle, may be switched. In practice,

however, the computed energy barrier (using the nudged elastic bands method [25])

of 0.6 eV per 2× 1 cell is on the large side.

3.4.2 Effects of film thickness

We have performed theoretical computations to understand the relative stability of

the 1 × 1 and 2 × 1 reconstructions of the BTO/Ge interface as a function of BTO

thickness and the oxygen content of the interface. One additional consideration is

the strain state of the BTO. Experimentally, the lattice constant of tetragonal BTO

is almost a perfect match to that of Ge (aex = 3.99Å), but theoretically our DFT

optimized bulk lattice parameters are 3.99Å for BTO and ath = 4.07Å for Ge. Thus,

using the theoretical Ge lattice parameter puts tensile strain on the BTO that is not

representative of the experiment (in fact no choice of theoretical lattice parameter

reproduces the precise experimental situation). Therefore, we have performed a sep-
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Figure 3.7: Total energy of the BTO/Ge system with 1 × 1 periodicity subtracted
from the 2 × 1 periodicity with the same stoichiometry, as a function of BTO film
thickness. Energies are in eV per 2× 1 in-plane unit cell, and BTO thicknesses are in
unit cells of BTO. For reference, the experimentally grown thicknesses are 2.5 u.c. and
5.5 u.c. The lines with solid markers correspond to interfaces with a fully oxygenated
BaO layer adjacent to Ge, while hollow markers correspond to de-oxygenated Ba
layers adjacent to Ge (i.e., 1 ML Ba on Ge(001)). The energies are reported for the
theoretically optimized Ge substrate lattice constant of ath = 4.07Å (blue solid lines)
and at the experimental lattice constant aex = 3.99Å (red dashed lines).

arate set of computations using the experimental lattice parameters (aex) for Ge to

investigate the strain dependence of the energies. The results of a total of 40 fully

relaxed calculations are shown in Figure 3.7.

At 5.5 unit cells, we calculate that the 1 × 1 structure is more stable than the

2 × 1 structure, as observed experimentally, consistent with the main trend shown

in Figure 3.7. That is, the introduction of oxygen vacancies at the interface strongly

reduces the energy difference between 1× 1 and 2× 1 periodicities (i.e., they stabilize

the 1× 1 structure). We attribute this reduction partly to the fact that O vacancies
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donate electrons to the interface that enter into the higher energy anti-bonding states

of the interfacial Ge, which weakens the Ge dimerization in the 2×1 case, whereas the

1×1 structure has more dangling orbitals available at lower energies to accommodate

the added electrons. This view is corroborated by the fact that Ge dimers become

12% longer in the 2 × 1 oxygen deficient interfaces compared to the stoichiometric

interfaces.

These trends strongly support the view that de-oxygenation of the interface stabi-

lizes the 1×1 structure. However, a more detailed study dealing with the dependence

of the energy difference on the exchange-correlation approximation as well as further

details (e.g., why in certain cases in Figure 3.7 the energies become negative) is the

subject future work.

3.5 Conclusion

In summary, we have shown how the symmetry of an epitaxial constraint can induce

a phase of BaTiO3 not found in the bulk. The structure of this phase is a seemingly

complex distortion of the perovskite structure at an interface that is accurately cal-

culated by applying first-principles theory to a many-atom model of the interface.

We have reduced this complexity by showing that many of the structural details of

the specific structure are encoded in the bulk force constant matrix of BaTiO3 and

expressed when coupled to the 2 × 1 symmetry of the Ge substrate. This observa-

tion suggests an approach to design materials properties by using a catalog of force

constant matrices to identify materials with specific structural motifs. Substrates

with symmetries that couple to soft modes of the material can then be chosen that

enhance these motifs. For example, replacing the B-site Ti ions with other transi-

tion metal ions such as Mn and Ni, where breathing-mode distortions are associated

with charge ordering, is likely to result in interfacial structural distortions similar to
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those measured here for BTO on Ge that will lead to charge “stripes,” metal-insulator

transitions, or enhanced coupling with ferroelectric polarization.

Appendix: Theoretical details regarding the elastic

modes

To understand the polar distortions observed in the interfacial BaTiO3 layers, we

project the displacements in the orthorhombic phase of bulk BTO from the high

symmetry cubic configuration onto the bulk cubic BTO eigenmodes of the force con-

stant matrix.

We consider the lattice modes associated with bulk BTO. The elastic response of

atom l of the BTO lattice to a force ~Fl is given by ~Fl = −
∑

l′
←→
K ll′~ul′ , where

←→
K ll′

is the interatomic force constant matrix, ~ul′ are the atomic displacements of atom l′,

and l′ sums over all atoms. The interatomic force constants are calculated using first

principles density functional perturbation theory. Due to the linear relationship, ~ul

can be determined from the inverse equation

~ul = −
∑
l′

←→
K −1

ll′
~Fl′ (3.1)

which means that observing displacements directly reflects imposed forces. To derive

the eigenmode decomposition, we repartition the variables and sum to go over unit

cells (instead of individual atoms):

~u~R = −
∑
~R′

←→
K −1

~R~R′
~F~R′ (3.2)

where ~u~R (~F~R) is a 15× 1 vector that describes the displacements of (forces on) all of

the five atoms in the unit cell at ~R in Cartesian coordinates, and
←→
K −1

~R~R′ is the 15×15

interatomic force constant matrix (IFCM). (For a similar formulation, see Marder,
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Condensed Matter Physics, 2nd Ed., pp. 346-350 [69].) For a periodic lattice with

translational symmetry, the IFCM between ~R and ~R′ is diagonal in Bloch momentum

representation (~q) so that the above equation be written as:

~u~R = −
∑
~R′,~q

ei~q·(
~R−~R′)←→K −1

~q
~F~R′ . (3.3)

Since the eigenmodes ε̂~qα of the IFCM
←→
K ~q (where α runs from 1 to 15 and labels

the band) form a complete orthonormal basis for the 15 × 1 vectors, we can insert

unity or
∑

α ε̂~qαε̂
∗
~qα into the equation to get

~u~R = −
∑
~R′,~q,α

ei~q·(
~R−~R′)←→K −1

~q ε̂~qα

(
ε̂∗~qα · ~F~R′

)
. (3.4)

which finally yields:

~u~R = −
∑
~R′,~q,α

ei~q·(
~R−~R′)ε̂~qα

(
ε̂∗~qα · ~F~R′

)
κα~q

, (3.5)

where κα~q is the eigenvalue of
←→
K ~q with eigenvector ε̂~qα. Thus an arbitrary displace-

ment pattern of atoms in a unit cell can be written as a linear combination of the

eigenmodes of the IFCM, and the coefficients are projections of the forces onto those

modes in the manner shown above. At the BTO/Ge interface, the dimerized Ge

surface imposes a force on the BTO atoms which have a 2 × 1 periodicity. Hence,

the lattice displacements of the interfacial BTO atoms can be expressed as a lin-

ear combination of the eigenmodes of
←→
K ~q with wavevectors ~q = [0, 0, 0] (Γ) and

~q = [1/2, 0, 0] (X). Notice that the eigenmodes ε̂~qα of
←→
K ~q are related but not equiv-

alent to the more conventional phonon modes η̂~qα, which are the solutions to the

dynamic equation
←→
K ~qη̂~qα = ω2

~qα

←→
M η̂~qα, where

←→
M is the diagonal mass matrix and ω~qα

is the frequency of the phonon. Eigenmodes of
←→
K ~q are independent of the masses

and are appropriate for describing a static distortion pattern.
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Figure 3.8: (a) Zone-center projections of the atomic distortions in the interfacial
unit cell of BaTiO3 grown on Ge onto the cubic eigenmodes are shown as large circles
overlaid on the dispersion curves. (b) The projections of the orthorhombic bulk
displacements of BaTiO3 overlaid onto the cubic eigenmodes.
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The amplitudes of the resulting projections are plotted as circles on the zone cen-

ter dispersion curves for the interfacial BTO layer and the orthorhombic bulk BTO

in Figure 3.8 (a) and Figure 3.8 (b), respectively. For this operation to be well de-

fined, a linear transformation mapping the orthorhombic unit cell onto a cubic unit

cell is applied on the atomic positions in the orthorhombic phase, which results in a

configuration that is polarized equally in the x and z directions. We find that the or-

thorhombic displacements project almost exclusively onto the soft unstable mode and

the stiff mode with the highest force constant. The displacement patterns of these

modes are shown in Figure 3.9. The magnitudes and the displacement patterns of the

projections of the orthorhombic displacements onto these modes are very similar to

the projections of the interfacial BTO displacements, which indicates that the polar

rearrangement of the interfacial BTO u.c. coincides with the bulk orthorhombic con-

figuration. Lastly the polarizations of the bulk orthorhombic structure are calculated

using the Born effective charges and found to be 38 µC/cm2 along both (100) and

(001) axes. This is in agreement with the fact that the zone center distortions in the

interfacial BTO layers correspond almost entirely to orthorhombic distortions.

Finally, we comment on the choice of bulk reference cell. As explained above, we

have calculated the displacements of the atoms in the BTO film with respect to the

high symmetry cubic perovskite cell strained to the Ge(001) surface. This choice is

due to its simplicity; however, since the film is free to relax in the (001) direction, it

is not the only possible choice. In Figure 3.10 we compare the eigenmode projections

for the interfacial unit cell obtained by (a) the high-symmetry cubic reference and (b)

a high-symmetry tetragonal reference where the in-plane lattice constant is fixed to

that of the Ge(001) surface but the out-of-plane lattice constant is set as the difference

between the average z-coordinate of the co-planar atoms in the two consecutive BaO

layers. This latter option reflects the possible choice of viewing the out-of-plane

relaxation of the BTO layers as irrelevant for the eigenmode analysis. However, there
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Figure 3.9: Zone-center force constant matrix eigenmodes for bulk cubic BaTiO3

which contribute to the polar atomic displacements for bulk orthorhombic BaTiO3.
(a) Soft mode displacements and (b) stiff mode displacements.

is no qualitative difference between the two choices, and the quantitative differences

are small. In Figure 3.10, the differences in size of the projections relative to their

counterparts that are more than 10% are shown.
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Figure 3.10: Eigenmode projections where the displacements are calculated from (a)
the high-symmetry cubic reference and (b) a high-symmetry tetragonal reference,
where the lattice constant in the z-direction is set as the vertical distance of the
consecutive BaO layers (the position of a layer is taken as the average z-coordinate of
the atoms in that layer). Additionally in (b) the differences in size of the projections
relative to their counterparts in (a) are shown (only absolute values that are greater
than 10% are included).
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Chapter 4

Epitaxial BaTiO3/Ge interface

4.1 Introduction

Perovskite oxides have long been of great interest because of a large variety of phe-

nomena that can emerge in these materials, such as ferroelectricity, ferromagnetism

and superconductivity [70]. The phenomena give rise to technological utilization

of these materials ranging from memory to photovoltaics [71]. Epitaxially growing

oxides on semiconductors with an abrupt interface opens up possibilities for device

applications with enhanced functionalities [6, 72, 2, 73]. In the absence of interfa-

cial amorphous layers (such as SiO2), the mechanical and electrical properties of the

semiconductor and the crystalline oxide can couple directly. Since the achievement

of the first interface of this type between strontium titanate and silicon [46], SrTiO3

has been used as a template for epitaxial growth of other oxides on Si [74, 75, 76, 77]

and Ge [78, 79]. With a high dielectric constant, STO was considered a promising

candidate for a gate dielectric to replace SiO2 [80] until it became clear that band

alignment between Si and STO does not favor an insulating state for the thin oxide

[81, 82]. However, because of potential applications of oxide/semiconductor systems

in which a non-zero current through the oxide is desired, such as tunnel junctions,
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STO/Si heterostructures are still an active area of research.

Another motivating factor for studying STO thin films has been the possibility of

inducing ferroelectricity in these films through epitaxial strain [83]. A ferroelectric

insulating oxide that has a crystalline interface with a semiconductor forms the basis

of ferroelectric field effect transistors (FEFET). In such a device, the polarization

of the oxide can be switched by the application of a gate voltage, which in turn

modifies the transport properties of the semiconductor underneath. Therefore the

state of the device is encoded in the polarization of the ferroelectric oxide and does

not require the continuous application of a gate voltage, which makes a FEFET non-

volatile. Achieving non-volatile transistors would dramatically decrease the energy

consumption of a wide variety of devices, and has been an important research goal for

decades [3]. Barium titanate is an excellent candidate for this application because of

its multitude of ferroelectric phases in the bulk and its high dielectric constant [68].

BaTiO3 has been successfully grown on Si [84, 85, 73]; however in these studies

SrTiO3 has been used as a buffer layer due to the high lattice mismatch between Si and

BTO of ∼ 4%. On the other hand, germanium closely matches the lattice constant

of BTO within 1%, which has prompted many studies of BTO/Ge heterostructures

[6, 48, 49, 78, 79, 86]. Some of these studies have included direct epitaxial interfaces

between Ge and BTO without buffer layers; but a report on the atomic structure of

this interface has only recently been published [11]. In this recent study, we reported

on the epitaxial growth of ultrathin BTO films (2.5 & 5.5 unit cells) on Ge(001)

surface. We presented a detailed analysis of the interface-induced 2 × 1 structural

distortions in the oxide film which are associated with charge, spin and orbital or-

der effects [40, 59]. In this current work, we complement our initial report with a

comprehensive first-principles study of the structure of thin BTO films on Ge(001).

In section 4.3.2 we describe the atomic configurations of the various stable phases;

in section 4.3.3 we analyze the chemistry of the semiconductor-oxide interface, and
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the resulting electronic structure and band alignments throughout the system; in sec-

tion 4.3.4 we describe the ionic polarization in the oxide film; and in section 4.3.5 we

discuss oxygen content and how the film is stabilized on Ge with a high quality non

oxygenated interface.

4.2 Methods

We use density functional theory (DFT) with the Perdew–Burke–Ernzerhof gener-

alized gradient approximation (PBE GGA) [18] and ultrasoft pseudopotentials [19].

We employ the QUANTUM ESPRESSO software package [65]. A plane wave energy

cutoff of 35 Ry and an 8× 8 Monkhorst–Pack k-point mesh (per 1× 1 in-plane prim-

itive cell) with a Marzari–Vanderbilt smearing of 0.02 Ry [64] are used. A sample

2 × 1 simulation cell is shown in Figure 4.1. A typical simulation cell consists of 16

atomic layers of Ge whose bottom layer is passivated with H on top of which 1.5 to

5.5 unit cells (or 3 to 11 monolayers) of BTO are placed. In some cases an electrode

is added on top of the BTO. Each cell includes ∼ 12Å of vacuum to separate peri-

odic copies of the system in the z-direction. The in plane lattice constant is fixed to

the computed bulk Ge lattice constant of 4.06Å. Because of the asymmetric nature

of the simulation cell, the system has an overall dipole moment which can interact

with the dipole moments of the periodic copies. In order to eliminate this artificial

electrostatic interaction, we introduce a fictitious dipole in the vacuum region of the

cell whose magnitude is such that it cancels out the electric field in vacuum [66]. All

atoms (except the bottom 4 layers of Ge which are fixed to bulk coordinates) are

relaxed until the forces on the atoms are less than 10−3Ry/a0 in all axial directions

(a0 is the Bohr radius). In section 4.3.2 and section 4.3.5 we compute the transition

energy barrier between different configurations using the nudged elastic bands (NEB)

method with climbing images [25].
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Figure 4.1: A sample simulation supercell for the BTO/Ge system without a top
electrode. The displayed configuration corresponds to the 5 ML thick relaxed BTO,
and is in agreement with experiment [11].

Bulk phase Energy (eV per BaTiO3) Temp. (K) [1]

Rhombohedral ≡ 0.000 ≤ 180

Orthorhombic 0.002 180− 280

Tetragonal 0.014 280− 400

Cubic 0.068 ≥ 400

Table 4.1: Total energies of the structural phases of BaTiO3 at 0 K computed in this
work, and temperatures at which each phase is most stable [1].

4.3 Results

4.3.1 Bulk BaTiO3

BaTiO3 is observed in four structural phases. At high temperature, the cubic per-

ovskite phase is stable. As the temperature is lowered, three structural transitions to

ferroelectric phases occur: first to the tetragonal, then to the orthorhombic and lastly

to the rhombohedral phase. We show the computed energies of each BTO phase in

Table 4.1, as well as the temperature range in which each phase is most stable.

In Table 4.2, we report the lattice parameters of each phase and compare them to

previous theoretical [1] and experimental values [87]. All of the ferroelectric phases

can be obtained by continuous breaking of symmetry in the cubic phase: Tetragonal,
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orthorhombic and rhombohedral phases are obtained by breaking the symmetry in

the {001}, {101} and {111} directions, respectively, and allowing the atoms and

the cells to relax fully. Breaking the symmetry in the {101} direction results in a

monoclinic cell with a = c, however a twice as large unit cell with higher symmetry

(orthorhombic) is used to label this phase.

4.3.2 Structure of the BaTiO3/Ge(001) interface

4.3.2.1 Stoichiometry and periodicity

Researchers have reported studies of heterostructures involving BaTiO3 and Ge [88,

49, 79] including BaTiO3 thin films directly grown on Ge [86]. However, a study

of the direct epitaxial BTO/Ge interface has only recently been published [11]. In

this section we present a more detailed account of the ab initio investigation of the

interfaces discussed in that work.

From a purely theoretical viewpoint, we have enormous freedom in terms of what

type of epitaxial interfaces to explore. First, the atomic layer neighboring the Ge(001)

surface, i.e. the interfacial layer, could be BaO or TiO2. Second, the interfacial layer

could be stoichiometric or not. Third, we do not know a priori what the in-plane

periodicity will be once interfacial reconstructions occur. For the first point, we

consult the experimental growth procedure, which starts by depositing 0.5 ML of Ba

on the bare Ge surface at 440 ◦C and another 0.5 ML of Ba at room temperature.

This strongly suggests that the interfacial layer is BaO with full barium stoichiometry.

We also initially assume full oxygen stoichiometry to begin our analysis (we discuss

variable oxygen content in section 4.3.5). Finally, we analyze the bare Ge(001) surface

in order to decide on the lateral size of the simulation cell.

The Ge(001) surface has been widely studied [89, 90, 91] and it is known that the

surface atoms strongly prefer to dimerize, which changes the periodicity from 1 × 1

to 2× 1. We find that dimerization lowers the energy by 0.86 eV per dimer. Without
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Ge surface Energy (eV/dimer) Ref. [89, 90] Ref. [91]

flat p(2× 1) ≡ 0.00 ≡ 0.00 ≡ 0.00

buckled p(2× 1) −0.32 −0.24 −0.30

buckled c(4× 2) −0.39 −0.31 −0.38

buckled p(2× 2) −0.40 −0.31 −0.38

Table 4.3: Energies of the four lowest-energy Ge(001) surface reconstructions com-
puted in this work, compared with other theoretical studies.

changing the periodicity, germanium dimers buckle and lower their energy further by

0.32 eV per dimer. Other reconstructions involve nearby dimers buckling in opposite

ways. Some of these further reconstructions lower the energy, which we report in

Table 4.3 (see the references in the table for detailed descriptions of the surface

configurations). Since increasing the periodicity beyond 2 × 1 does not significantly

reduce the energy, we choose to simulate 2×1 cells. We have also checked the validity

of this choice a posteriori as discussed below.

4.3.2.2 Interface configurations

We begin by investigating the stoichiometric interface with 5 ML thick BTO (2.5 unit

cells), which is one of the two experimentally studied thicknesses [11]. We perform

our simulations at the computed Ge lattice constant of 4.06 Å which puts a 1% tensile

strain on cubic BTO whose computed lattice constant is 4.02 Å (see Table 4.2). The

two lowest-energy structures we have found are shown in Figure 4.2. We name them

“asymmetric” and “symmetric” based on whether they are reflection symmetric with

respect to a yz-plane (e.g., a plane cutting through the Ge atoms in the 3rd and 4th

Ge layers directly under a dimer). The symmetric structure is found to be 0.39 eV

per dimer higher in energy than the asymmetric structure.

The asymmetric interface is chiefly characterized by a large vertical rumpling of
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Figure 4.2: Computed configurations of (a) the ground state (asymmetric) and (b)
the metastable state (symmetric) of the 5 ML BTO/Ge interface. The 2×1 unit cell,
copied two times in the x−direction, is shown for both structures. TiO6 octahedra
are also displayed.

consecutive Ba atoms as well as consecutive O atoms in the x-direction. This causes

the interfacial TiO6 octahedra to have different volumes. The octahedra with the

lower (higher) interfacial oxygen have a volume of 12.5 Å3 (11.4 Å3). The asymmetric

interface also maintains the primary features of the 2×1 Ge(001) surface, i.e. buckled

Ge dimers, though the buckling is significantly reduced. See Table 4.4 for a summary

of dimer lengths and tiltings. The lower interfacial oxygen (labeled L in the figure)

approaches the higher interfacial germanium and makes a bond of length 1.9 Å,

whereas the higher interfacial oxygen (labeled H) approaches the titanium above

and makes a bond of length 1.8 Å (compare to the 2.0 Å in the high-symmetry

cubic bulk BTO). The interfacial oxygens lie in the same xz-planes as Ge dimers

and the interfacial bariums lie in the xz-planes that are halfway between consecutive

interfacial O-Ge planes (this also holds for the symmetric structure). We have also
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Structure Dimer length (Å) Buckling angle

Ge(001) p(2× 1) 2.5 19.4◦

BTO/Ge asymmetric 2.6 2.1◦

BTO/Ge symmetric 2.7 0.0◦

BTO/Ge no-oxygen 2.9 0.0◦

Table 4.4: Ge dimer length and buckling angle for the bare Ge(001) surface and for
the three interface structures studied.

computed the ground state configuration for the 2×1 slab with no interfacial oxygen,

which is analogous to the symmetric oxygenated interface in that it has the same

reflection symmetry. Because in this structure the interfacial Ge atoms are neighbors

to Ba atoms alone, they accept electrons and therefore dimerize less prominently, as

indicated by the elongated Ge-Ge bond length in Table 4.4.

For the symmetric structure, all the interfacial TiO6 octahedra have the same

volume of 11.6Å3. They approach the interfacial germaniums and make bonds of

length 1.9Å, whereas their distance from respective titaniums above increase to 2.2 Å.

The energy reduction by the formation of the asymmetric (symmetric) interface from

the Ge(001) surface and the 5 ML BTO slab in vacuum is 1.18 (0.79) eV per 2 × 1

cell.

After finding the ground state structure in the 2×1 cell, we have checked whether

there are lower energy structures with 2×2 and c (4× 2) periodicities in the following

way. We have generated a “reflected” version of the asymmetric interface by reflecting

the structure through a yz-plane that leaves the location of the dimer unchanged, but

reverses its buckling. This plane leaves the bulk regions of Ge commensurate in the

reflected and the unreflected configurations when they are joined in larger simulation

cells. Then we have generated 2 × 2 and c (4× 2) cells by appropriately joining the

asymmetric and the reflected asymmetric structures. In both cases we have found
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Figure 4.3: Minimum-energy transition path from the asymmetric structure (labelled
“asym - left”) to the physically equivalent reflected asymmetric structure (labelled
“asym - right”), computed via the NEB method with climbing images. The tran-
sition passes through the symmetric structure, which is a local energy minimum.
The energy barriers into and out of the symmetric local minimum are 0.57 eV and
0.22 eV, respectively. The polarization direction for each structure is also shown in
the figure. The two symmetry related asymmetric structures have opposite in-plane
polarizations, but the same out-of-plane polarization.

that the energy is raised by 0.39 eV per 2× 1 cell.

Finally, we have computed the barrier for the uniform transition from the asym-

metric to the symmetric structure as 0.57 eV per 2× 1 cell, using the NEB method.

We demonstrate the results of this computation in Figure 4.3. Because the transition

from the asymmetric structure (labelled “asym - left”) to the reflected asymmetric

structure (labelled “asym - right”) passes through the symmetric structure, the en-

ergy landscape has a triple well character: The middle well is higher in energy, the

other two wells are symmetry related, and the energy barriers into and out of the

middle well are equal to 0.57 eV and 0.22 eV, respectively.
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Top BTO layer or electrode E(sym)− E(asym) (eV)

Top layer: Ba 0.65

Top layer: BaO 1
2

0.54

Top layer: BaO 0.39

Na (2.28 eV) 0.44

Al (4.08 eV) −0.09

Au (5.10 eV) −0.34

Pt (6.35 eV) −0.73

Table 4.5: Energy differences between the 5-ML-thick BTO films with the asymmet-
ric and the symmetric interfaces for different top surfaces and electrodes. Oxygen
vacancies in the top BaO layer act as electron donors, so an oxygen deficient surface
layer acts as an electrode with a low work function. In the bottom four rows the top
layer of the oxide is BaO, and the work functions (φ) of the electrodes are listed in
parentheses [92].

4.3.2.3 Effects of capping electrode

We have found in addition that the energy difference between the two physically

distinct configurations depends on the choice of the top electrode. We have computed

this energy difference for four choices of electrodes: Na, Al, Au and Pt. The results are

shown in Table 4.5. We find that as the work function of the electrode increases, the

symmetric interface becomes increasingly more favorable compared to the asymmetric

interface. We have tested if the trend holds for surface layers that have smaller

electron affinity than BaO, such as BaO 1
2
and Ba. Because of the electron donating

oxygen vacancies in these layers, they act as electrodes with low work functions.

We show in Table 4.5 that the trend holds in both directions: the energy difference

between these two configurations can be tuned by the choice of the surface boundary

conditions. The underlying reason for this dependence, which is due to preferential

electron transfer, is explained in section 4.3.3.

In particular, the two polarization states can be made degenerate by the cor-
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rect choice of the top electrode. In such a situation, when the polarization state is

switched by the application of a gate voltage (which is then turned off), there would

be no energetic drive to switch back to the other state. Using the four different metal

electrodes, we find that the energy difference between the two states depends essen-

tially linearly on the experimental work function of the metal (taken from [92]) and

we estimate that an electrode with φ = 3.82 eV would cause the two states to be

degenerate in energy.

4.3.3 Electronic structure

4.3.3.1 Interfacial chemistry

To understand the electronic structure of our interfaces, we first analyze the chemical

bonds between the top Ge layer and the interfacial oxide layer. A simple description

can be given as follows. For the fully oxygenated interfaces, the primary chemical

bonding occurs between the sp3-like dangling hybrid orbitals of the dimerized Ge

atoms (named h1 and h2) and the 2pz orbitals of the interfacial O atoms (named p1

and p2). For the asymmetric structure (see Figure 4.4(a), left panel), only h2 and p2

overlap to bond. Before the interface has formed, the oxygens are approximately in

the O2− state, so p2 holds two electrons and h2 holds one electron. After the (h2p2)

bond has formed, one electron is released and gets accepted by h1 (see Figure 4.4(a),

middle panel for a level diagram). The 2pz orbital belonging to the other oxygen

(namely p1) does not significantly participate in the process and hence is not shown

in the figure. We shall also note that h1 orbitals weakly mix with the neighboring Ba

outer shell orbitals, but not enough to affect the simple description we have given.

For the symmetric interface, on the other hand (see Figure 4.4(b), left and middle

panels), both pairs (h1, p1) and (h2, p2) bond and two electrons (per 2 × 1 cell) are

released. Due to the lack of available interface states, these electrons are accepted by

the Fermi level, and hence the interfacial region becomes doped.
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Figure 4.4: Chemical bonding at (a) the asymmetric and (b) the symmetric inter-
faces. For each interface configuration, atoms with the orbitals that contribute to the
process are shown in the left panel (h1, h2 and p2 for asymmetric; h1, h2, p1 and p2

for symmetric—see text for details); a level diagram that describes the electron oc-
cupations of atomic states both before and after the formation of the bonds is shown
in the middle panel; and densities of states projected onto the participating orbitals
(PDOS) both before and after the formation of the interface are shown in the right
panel (Only one pair of orbitals, i.e. h2 and p2, is shown for the symmetric interface
because of the equivalence of the other pair due to the symmetry of this structure).
The zero of energy is taken as the Fermi level and is shown as a solid vertical line.
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In order to further demonstrate the bonding, we show the relevant projected

densities of states (PDOS) for both interfaces before and after interface formation

in the right panels of Figure 4.4. We use Ge 4pz orbitals to represent the dangling

orbitals h1 and h2 because we expect them to closely align with the z−axis due to the

dimerization of the interfacial Ge atoms. We have verified this by plotting all PDOS

and observing that 4pz orbitals are the only Ge orbitals that are relatively sharp

and centered at the Fermi level. For the asymmetric interface we observe that h2

(initially half-occupied) and p2 (initially fully occupied) interact to create a bonding

state at low energy, whereas the initially half-filled h2 becomes mostly filled. For the

symmetric interface we only display one pair of orbitals, i.e. h2 and p2, because the

two pairs are equivalent by symmetry. The fully occupied p2 and the half-occupied

h2 interact to create a bonding state at low energy which is filled, and the conduction

band edge is pushed below the Fermi level to accommodate the donated electrons.

This picture of the interfacial chemistry is corroborated by the fact that elec-

trodes with higher electron affinity lower the energy of the symmetric interface with

respect to the asymmetric interface (see Table 4.5). We find that more electrons

are transferred to the electrode in the symmetric case compared to the asymmet-

ric, since there are more mobile electrons in the former. The difference in the

transfer of charge is visible in Figure 4.5, where the spatial electronic density re-

distribution is plotted for (a) the asymmetric and (b) the symmetric interfaces. For

each structure, we have computed the electron density of the full Au/BTO/Ge sys-

tem, nAu/BTO/Ge (x, y, z), and the isolated Au and BTO/Ge systems with the same

atomic positions as the full system, nAu (x, y, z) and nBTO/Ge (x, y, z). We have

then computed the difference in the density due to the addition of the electrode:

∆n (x, y, z) = nAu/BTO/Ge (x, y, z) − nAu (x, y, z) − nBTO/Ge (x, y, z) . After averaging

the values in the 1× direction, the resulting ∆n (x, z) is shown in Figure 4.5. We

have also computed the total charge transferred to the electrode to be 0.24 (0.29) e−
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Figure 4.5: Electron density redistribution due to the addition of a Au capping elec-
trode for (a) the asymmetric and (b) the symmetric structures. The plotting is done
in the xz-plane by averaging the redistribution in the y-direction.
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per 2×1 u.c. for the asymmetric (symmetric) structure. This allows the symmetric

interface to have fewer electrons in the high energy conduction band states when an

electrode is present. Using an electrode with a higher work function allows more of

the mobile electrons to migrate, further lowering the energy of this structure. Con-

versely, oxygen vacancies in the BTO surface layer donates electrons into the system,

further doping the conduction band in the symmetric case and increasing its energy.

For the oxygen-free interface, we have checked that prior to the interface formation

the interfacial barium is approximately in the Ba0 state using the PDOS data for Ba

orbitals. The interaction between the interfacial Ge and Ba chiefly consists of ionic

electron transfer from Ba to Ge, with a weak covalent mixing between the Ge dangling

orbitals and Ba outer shell orbitals. Since there are four Ba valence electrons (per

2× 1 cell) but room for only two electrons in the Ge dangling orbitals, two electrons

are donated to the Fermi level, as occurs in the case of the symmetric interface.

Because the same number of electrons are accommodated by the conduction band

which consists of similar states in the two interfaces, the band alignments and the

polarization profiles of these two interfaces are highly similar, as we shall present

below.

4.3.3.2 Electron redistribution due to interface formation

To further illustrate the electronics of the interface, we have computed the spatial elec-

tronic density redistribution for all three interfaces as ∆n (x, y, z) = nBTO/Ge (x, y, z)−

nBTO (x, y, z)− nGe (x, y, z) . After averaging the values in the 1× direction, we show

the resulting ∆n (x, z) is in Figure 4.6. A few comments can be made by inspecting

the plots: (i) The most significant electronic redistribution occurs along Ge-O bonds;

(ii) In the asymmetric structure, the Ge atom which does not neighbor an O accepts

electrons; but the spatial region accepting region points to the neighboring Ba which

is expected due to the positive formal charge state Ba2+; and (iii) For both the sym-
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Figure 4.6: Electron density redistribution for (a) the asymmetric, (b) the symmetric
and (c) the oxygen-free interfaces. The plotting is done in the xz-plane by averaging
the redistribution in the y-direction.

metric and the no-oxygen cases, the interfacial Ba(O) layer loses some electrons to

the neighboring Ge and TiO2 layers.

4.3.3.3 Band alignments

We have found that the two different types of the stoichiometric BTO/Ge interface

contains different chemical bonds and give rise to differences in electronic structure.

In order to predict the electrical properties of this system for potential device applica-

tions, we now turn to a study of the alignments of energy levels. Our above analysis

of the interfacial chemistry suggests that the position of the Fermi level is pinned by

the interface in both cases. However, in order to infer the spatial behavior of the
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electronic energy levels throughout the system, we need to express the states in terms

of localized functions in real space, such as projections onto atomic orbitals.

We determine the band alignments using a threshold method based on an exami-

nation of the layer-by-layer DOS of the semiconductor-oxide system. See Figure 4.7

for an example of the application of the threshold method. For each atomic layer,

we sum the DOS projected onto all the atomic orbitals that belong to that layer

and plot with a Gaussian broadening. We then find the energy values for each layer

where the DOS of the layer is at a threshold to determine the layer by layer band

edges throughout the system. We finally decide which layers are sufficiently bulk-like

and report the band edges based on those layers. The threshold method as explained

is sufficient for a qualitative description of the band alignment. However, the choice

of the threshold requires careful analyses of the bulk band structure and DOS so that

it reproduces the band edges in the bulk. In addition, due to the well known problem

of underestimation of band gaps in density functional theory, we have modified the

band edges in order to correct the gaps to match their experimental values in the

two materials. For complete details of the determination of band alignments, see

Section §4.4.

The main difference in the band alignments of the asymmetric and the symmetric

interfaces is the nature of the interfacial states. For the asymmetric system, the

interfacial region is dominated by the mostly filled dangling orbital of one of the

germaniums (labelled h1 above) around the Fermi level. These electronic states decay

slowly into the Ge due to its small band gap. The weak covalent mixing between h1

and the nearby Ba outer shell orbitals is manifest as a nonzero DOS for the interfacial

BaO layer within the band gap of BaTiO3. For these reasons, in the vicinity of the

interface the projected densities of states are not bulk-like and the band edges are

not well defined. We instead schematically display the approximate extent of the

interface states as rectangles (see Figure 4.8 (a) and (c)). For the symmetric system,
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Figure 4.7: Layer-by-layer DOS for the asymmetric interface without a top electrode.
The zero of energy is taken as the Fermi energy of the system. The valence and the
conduction band edges in both sides of the interface are shown as vertical dashed
lines. The band edges are determined by our threshold method (see text for a brief
description and Section §4.4 for complete details). Only 8 layers of Ge are shown in
the figure.
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the PDOS curves in the vicinity of the interface show sufficient bulk-like character to

allow us to trace the band edges all the way to the interface. The ejection of electrons

from the interfacial region causes the structure to be electron doped in the vicinity

of the interface (see Figure 4.8 (b) and (d)).

For both structures, the effect of a top electrode (in our case Au) is similar: It

accepts electrons from the system and hence moves the bands upward with respect to

the Fermi level. For the asymmetric structure, the effect is more striking because the

valence band of the oxide is moved all the way up to the Fermi level. Because of the

charge transfer to the electrode, an electron potential is created which increases from

the interface to the electrode. This potential in turn enhances the out-of-plane ionic

polarization of the film, which creates a potential that decreases from the interface

to the electrode. For the asymmetric structure these two competing effects on the

potential are in balance and thus the band edges in the oxide region are flat. For the

symmetric structure, however, the electron transfer to the electrode is more significant

than the enhancement of the ionic polarization; therefore the band edges in BTO have

an upward slope going from Ge to Au. The experimental studies on the BTO/Ge

heterostructures have reported the conduction band edges to be approximately aligned

[49, 86], which suggests that the interfacial chemistry in these experimental systems

is similar to the symmetric interface.

We observe that band edges in Ge are positioned differently in the two polarization

states, suggesting carrier density modulation in the semiconductor. A similar field

effect has been observed in BTO/STO/Ge heterostructures [79]. We further observe

that the asymmetric and the symmetric structures have alignments that promote dif-

ferent charge carriers through the system: asymmetric favors holes, and symmetric

favors electrons. Since these two configurations can be made approximately degen-

erate by the choice of the top electrode, it may be possible to switch between these

phases with an electric field, as discussed in section 4.3.2. Because of the different
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Figure 4.8: Band alignments for the asymmetric and the symmetric interfaces, with
and without a gold electrode. The orange shaded rectangles in the alignments of the
asymmetric structure represent interface states that extend into both materials and
are partially filled. The orange shaded regions in the alignments of the symmetric
structure represent the electron doping around the interface. The alignment for the
no-oxygen interface is the same as for the symmetric interface.
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charge carriers in the two phases, switching between them would change the polar-

ization state as well as the dominant carriers for charge transport. To our knowledge

this phenomenon of ferroelectricity combined with carrier type switching has not been

observed before and may be useful in potential device applications.

4.3.4 Film polarization

4.3.4.1 Polarization profile

The chief difference between the asymmetric and the symmetric interfaces in terms

of ionic polarization is that the asymmetric interface is polarized along ±x- and z-

directions, whereas the symmetric interface is polarized only along the z-direction.

In order to characterize the out-of-plane polarization, we introduce the parameter

δz as the average cation-anion displacement in a given layer, i.e. δz = z (cation) −

z (oxygen). We have calculated δz for each atomic layer of the BTO film for the

asymmetric, symmetric and no-oxygen interfaces for various thicknesses. We have

also introduced a capping electrode (2 monolayers of gold) in order to investigate the

effect of boundary conditions.

We present our findings in Figure 4.9 for the 5 ML and 11 ML thick films, which

are the two cases studied in the experiment [11]. When the film is not capped with

an electrode (see Figure 4.9 (a)), we find that the top BTO layer pins the surface

polarization to the same value for all interfaces, which causes a sudden drop in the

polarization profile from the interface to the surface for the thinner films. For the

thicker films, polarization reduces for the first two unit cells and remains approxi-

mately constant up to the surface. The symmetric configuration (labelled “sym”) has

a significantly higher polarization than the asymmetric configuration (labelled “asym”)

throughout the film. The structure with no interfacial oxygen (labelled “no-O”) has

a similar profile to the oxygenated symmetric structure. The positive interfacial po-

larization, which is common in all interfaces, is best understood as follows: In all
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Figure 4.9: Layer-by-layer polarization profile as measured by cation-anion vertical
displacement (δz) for 5 ML and 11 ML thick BTO films, plotted for the asymmetric,
symmetric and oxygen-free interfaces. The profiles are displayed for the cases where
the films (a) are not capped with an electrode and (b) are capped with 2 ML of Au.
The #1 BaO layer is the interfacial oxide layer. The dashed horizontal lines show
the computed value of δz for orthorhombic bulk BTO, strained in the xy-plane to Ge
lattice parameters.
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three interfaces there is a transfer of electrons from the interfacial region to the oxide.

The resulting electronic dipole pushes the positive (negative) ions up (down), pinning

the interfacial δz. In the absence of a well screening electrode, the depolarizing field

causes the polarization to decay quickly. In “sym” and “no-O” because of the dop-

ing of the conduction band, there are mobile charges in the oxide which screen the

depolarizing field so that the polarization in the interior is non-zero. These findings

are quite similar to the findings of the previous work on the SrTiO3/Si system, where

presence of mobile charges determine the value of the layer polarization away from

the interface [63].

When the film is capped with a gold electrode (see Figure 4.9 (b)), the top BaO

layer bucklings are no longer pinned and have different values for different thicknesses

and interfacial configurations. We observe also that with a gold electrode polarization

increases throughout the film for all structures. This is because Au has a large

work function and thus attracts electrons from the Ge/BTO system, which in turn

enhances the ionic polarization toward the electrode, as we have discussed above.

We also observe that “sym” and “no-O” interfaces have very similar profiles that are

more polarized than “asym”. This is because of the combined effect of more mobile

charges in the oxide and more electron transfer to the electrode in these structures

compared to “asym”. We finally observe in Figure 4.9 (b) that δz is generally higher

in thinner films than thicker films in a given oxide layer. This is because in thinner

films there are fewer oxide states to accommodate the electrons donated from the

interface, causing more of the electrons to go to the electrode, and thereby creating

a larger electric field.

4.3.4.2 Effects of film thickness

In addition to the 5 ML and the 11 ML thick films studied experimentally [11], we

examine the ionic polarizations of films ranging in thickness from 3 to 11 monolayers.
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We summarize the results in Figure 4.10. We first observe that for all films with and

without a capping electrode, the average polarization has a small modulation due

to the surface termination of the oxide. For films without a capping electrode, the

average δz has almost no thickness dependence. This is explained as follows: the

higher values of δz are confined to the first few layers of the film, lowering the average

polarization as the thickness increases. However, because the decay of the polarization

becomes more gentle as the thickness increases, especially for “sym” and “no-O”, this

effect is mostly cancelled. For the films with a gold electrode, both because the profile

is flat after the vicinity of the interface and because the near-interface δz is higher for

thinner films, the decrease of the average δz with thickness is more significant. This

finding is in agreement with the previously studied SrTiO3/Si system, where for well

screened films the average polarization decreases with film thickness [63]. Finally we

observe that the in-plane polarization that is present in the asymmetric film, i.e. δx

is mostly unaffected by thickness and the presence of a capping electrode. The in-

plane polarization, δx, is defined as the horizontal displacement of ions in an atomic

yz−plane, averaged through all four inequivalent such planes in the 2× 1 cells.

4.3.5 Oxygen content

4.3.5.1 Energetics of oxygen vacancies

In order to understand the oxygen content of the films, we have computed the forma-

tion energies of oxygen vacancies. First, we have relaxed both the asymmetric and

the symmetric structures with one oxygen atom omitted per 2× 1 cell. We have re-

peated this for each unique oxygen site. We have found that in both the asymmetric

and symmetric structures, the smallest formation energy for an oxygen vacancy takes

place when the vacancy is in the interfacial BaO layer. In Table 4.6 we summarize

the formation energies of O vacancies vs layer in both structures. Formation energies

are computed as the energy cost of removing an oxygen from its position in the film
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Figure 4.10: Average film polarization as measured by cation-anion vertical displace-
ment (δz) for BTO films with different thicknesses, plotted for the asymmetric, sym-
metric and oxygen-free interfaces. The in-plane polarization of the asymmetric film
is also displayed as measured by the parameter δx (described in text). The results
are displayed for the cases where the films (a) are not capped with an electrode and
(b) are capped with 2 ML of Au. The dashed (dotted) horizontal lines show the
computed value of δz (δx) for orthorhombic bulk BTO, strained in the xy-plane to
Ge lattice parameters.
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Structure #1 BaO #2 TiO2 #3 BaO #4 TiO2 #5 BaO

asym (a) 3.7 5.2 4.7 5.3 5.1

asym (b) 3.7 5.2 4.7 5.2 4.5

asym (c) 3.7 4.1 4.8 5.4 5.0

sym (a) 3.6 5.6 5.0 5.5 5.5

Table 4.6: Formation energies of O vacancies (eV per vacancy) for the asymmetric and
symmetric structures, vs atomic layer. For each atomic layer, the lowest formation
energy among possible vacancies is shown. #1 (#5) BaO layer is at the interface
(surface). (a) 1 vacancy per 2 × 1 cell; (b) 2 vacancies per 2 × 2 cell; (c) 1 vacancy
per 2× 2 cell.

and placing it into an O2 molecule in vacuum.

For the asymmetric structure, in addition to relaxing the structures with 1 vacancy

per 2 × 1 cell, we have relaxed structures with 2 vacancies per 2 × 2 cell, where the

vacancies are close enough to be considered neighbors. We list in Table 4.6 vacancy

formation energies where the 2 vacancies in the 2 × 2 cell are in the same atomic

layer (only the average energy of the 2 vacancies is shown for each layer). Formation

energies of vacancies which reside in different atomic layers in these 2 × 2 cells are

not significantly different, and are omitted to simplify the discussion. Finally, to

compare these results with a different vacancy density, we list the formation energies

of structures with 1 vacancy per 2 × 2 cell for the asymmetric structure. We find

that the interface is the most energetically favored place for a vacancy for this case

as well, indicating that this conclusion holds for the isolated vacancy limit.

Our finding that the interface is the least costly location for an oxygen vacancy

irrespective of vacancy density and configuration is in agreement with the previous

work on the SrTiO3/Si system [93]. In that work it is argued that this is due to the

chemical differences between the interfacial region and the interior of the oxide film.

An oxygen vacancy can be thought to donate two electrons to the available states
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nearby. For a vacancy at the interface, there are low-energy Si dangling bond states

that accept the donated electrons. However, for a vacancy in an interior layer of the

oxide, it is found that high energy conduction band states with Ti 3d character get

filled by the donated electrons [93]. Because Ge is isovalent with Si, we expect these

findings for the SrTiO3/Si system to apply to the BaTiO3/Ge system as well.

4.3.5.2 Thermodynamics of oxygen content

Having established that oxygen vacancies favor the interfacial BaO layer, we inves-

tigate the thermodynamics of interfacial oxygen vacancies. We have computed the

lowest energies for the interfaces with varying interfacial vacancy densities, using

2 × 1, 2 × 2 and 4 × 1 cells, and calculated the vacancy formation energies vs den-

sity. In order to build a phase diagram, we simply assert that a vacancy density

is thermodynamically favored at temperature T and oxygen partial pressure pO2 if

µO (T, pO2) + Eformation < 0. We then use the expression [93]

µO (T, pO2) =
1

2
gO2 (T ) +

1

2
kBT ln

( pO2

1atm

)
, (4.1)

where gO2 (T ) is the Gibbs free energy of O2 in gas phase at temperature T and

pO2 = 1atm. We use the experimental measurements for gO2 (T ) [94] in order to

create the phase diagram shown in Figure 4.11. We also show the growth conditions

as a rectangular region where 300K < T < 800K, 10−13atm < pO2 < 10−12atm.

The details of the growth are presented in Ref. [11]. The phase diagram indicates

that during the growth, vacancies are not thermodynamically stable. We have also

computed the energies of the structures where the interface has 0.5 ML of excess

oxygen. The region where excess interfacial oxygen is thermodynamically more stable

is shown on the phase diagram, and it partially coincides with the growth conditions.

Lastly, for a comprehensive understanding of the oxygen content in the film, we
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Figure 4.11: Computational phase diagram for oxygen stoichiometry in a BTO thin
film grown on Ge(001). Larger and larger vacancy concentrations are thermodynami-
cally favored as one moves to the lower right corner of the diagram. An interface with
excess oxygen is preferred at the upper left corner. The vacancies or excess oxygens
lie in the interfacial BaOx layer, which is found to be the most favorable location for a
given stoichiometry. The experimental growth conditions described in [11] are shown
as a rectangular region, and the region unstable to GeO2 formation is shaded.
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have calculated the oxygen chemical potential at which bulk crystalline GeO2 becomes

as stable as bulk crystalline Ge and O2 gas, as they exist separately. GeO2 becomes

more stable if µO (T, pO2) >
1
2

(EGeO2 − EGe − EO2) , which holds for the shaded area

in Figure 4.11, which covers the entire region corresponding to the growth. This well-

known vulnerability of the Ge surface to oxygenation is experimentally overcome by

kinetic trapping.

4.3.5.3 Kinetic trapping of oxygen

In order to gain theoretical insight about GeO2 prevention as well as oxygen stoi-

chiometry, we have performed NEB simulations for oxygen vacancy migration within

the film, as shown in Figure 4.12. For the 5 ML asymmetric BTO, there are 14

distinct oxygen sites, each of which yields a unique relaxed structure when vacated.

Figure 4.12 presents their vacancy formation energies as well as a set of representative

minimum energy transition paths for inter-layer vacancy migration. We find that, in

addition to the fact that a vacancy costs over an electron-volt more energy when it

is not at the interfacial BaO layer, there are energy barriers of ∼ 1 eV for vacancy

migration between non-interfacial BTO layers. This indicates that once the initial

few layers of BTO are deposited, the vacancies formed at the interface are kinetically

trapped at the interface.

Let us consider the following process for increasing the oxygen content of the in-

terface beyond stoichiometry: An O atom at the interfacial BaO layer breaks from the

film and binds directly to the Ge surface. We have found the minimum of the energies

of such configurations to be 1.9 eV higher than the stoichiometric asymmetric film,

which causes this event to be unlikely. Once this occurs, a newly formed interfacial

vacancy should migrate up into the film and reach the top BaO layer, which is both

energetically and kinetically inhibited. Lastly the surface oxygen vacancy should be

filled by atmospheric O2, completing the process which in effect adds an extra oxygen
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Figure 4.12: Vacancy formation energies for each unique site in the 5 atomic layer
BTO film are shown layer by layer as solid circles. The bottom of the plot corresponds
to the interface. A set of transition minimum energy paths that are computed via
the NEB method are also shown as a solid curve going through a vacancy site in each
layer.
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to the interface. Therefore in spite of the fact that interfaces with excess oxygen, and

eventually full oxygenation of the germanium surface, are thermodynamically favored

for this film, once the initial few layers of BTO are deposited, the oxygen content re-

mains stable. This mechanism for trapping the oxygen in the oxide film rather than

oxygenating the substrate is similar to the proposed mechanism for SrTiO3/Si [93].

4.4 Conclusion

We have conducted an ab initio study of the epitaxial BaTiO3/Ge interface which

has potential technological applications. We have found that ultrathin films of BTO

grown on Ge(001) surface with full oxygen stoichiometry can occur in two 2×1 config-

urations with different ionic polarizations. This is in contrast to the similar SrTiO3/Si

system, where a 1× 1 configuration is observed and the interface polarization is pre-

dicted to be fixed [83]. With a carefully chosen electrode, the two polarization states

of BTO films on Ge can be made degenerate, enabling a potentially robust ferroelec-

tric thin film oxide. We have analyzed the interface chemistries and the resulting

electronic structures in the two polarization states. We have shown that the band

alignments for these phases prove that there is significant carrier density modulation

in the semiconductor, to the degree of changing the dominant carriers in the intrin-

sic semiconductor limit. Ferroelectric switching coupled with carrier type switching

may have novel uses in device applications. We have examined the ionic polarization

profile of these films for a range of thicknesses. We have found that the differences

in interfacial chemistry lead to differences in polarization profile, as in the previously

studied STO/Si case [63]. We have finally discussed the oxygen content of the ultra-

thin oxide by a detailed analysis of energetics of oxygen vacancies in the film. We

have found that the thermodynamic tendency for the oxygenation of the Ge surface is

kinetically inhibited, and once a few atomic layers of BTO are deposited, the oxygen
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stoichiometry becomes stable. This mechanism of kinetic trapping is similar to the

mechanism that stabilizes the STO/Si interface [93].

Appendix: Band alignment determination

We determine the band edges in the two materials based on an analysis of layer-by-

layer projected densities of states. We first plot all layer-by-layer DOS for a given

configuration as in Figure 4.7. Then, for the layers whose DOS are bulk-like, we find

where the DOS falls below a certain threshold around the Fermi level. We choose the

threshold for each side of the interface based on the DOS of bulk Ge and bulk BTO,

where we know the exact band structures and the band gaps. However, due to the

well known DFT underestimation of band gaps, we obtain a bulk BTO with a gap of

1.7 eV compared to 3.2 eV measured experimentally [95]. Moreover, the bulk Ge we

compute has no gap while the experimental gap is 0.7 eV [96].

A standard way to overcome this shortcoming of DFT is by applying a Hubbard

U correction to atomic orbitals that comprise either the valence or the conduction

band edge [97]. This method, commonly known as DFT+U , effectively decreases

(increases) the energy of a DFT eigenstate, which overlaps with the chosen atomic

orbital, if it is more (less) than half occupied. If the eigenstates that overlap with the

chosen orbital comprise the VBE and/or CBE, this procedure increases the band gap.

In addition to correcting the gaps, DFT+U simulations of the BTO/Ge system allow

us to ascertain how the Fermi level is pinned and how the band edges in BTO and Ge

relatively align as the gap in either material is varied. We have run simulations with

Hubbard U applied to Ti 3d states and/or Ge 4p states. We present a representative

set of results from these simulations in Table 4.7.

By close examination of the layer-by-layer DOS of each such simulation and ap-

plication of the threshold method, we identify the band edges and how they depend
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on the applied U . For (a) the asymmetric interface without electrode, we observe

that the Fermi level is pinned by the interfacial states, and the gap in either material

changes with U by moving the VBE down and the CBE up by similar amounts. We

conclude that for this case the midpoint of the gap in both materials is approximately

fixed with respect to U and adjust the band edges accordingly. For (b) the asymmet-

ric interface with electrode, we find that the Fermi level is pinned by the interfacial

states, and that the VBE of BTO is fixed at the Fermi level. For the symmetric

interface (c) without the electrode and (d) with the electrode, we find that the Fermi

level is pinned at the CBE in both materials.

As a final step in determining the band edges, we have tested the accuracy of the

threshold method in bulk BTO and Ge. We have run DFT+U simulations on the

bulk materials where the Hubbard U is applied to Ti 3d states and Ge 4p states, with

U = 0, 1, 2, . . . , 9 eV. We summarize the results in Figure 4.13.

For (a) BTO the band gap is determined by the highest occupied state at the R

point, and the lowest unoccupied state at the Γ point in the Brillouin zone. For very

high values of U , we find that the order of lowest occupied bands switch and the gap

starts to decline. Therefore DFT+U is unable to reproduce the experimental band

gap of 3.2 eV. However, we find that it is possible to choose the threshold such that

the band edges from the threshold method are indistinguishable from the band edges

we obtain directly from the band structure. Therefore in the thin film simulations we

take the band edges from the threshold method to be correct and rigidly shift them

to set the gap to the experimental value.

For (b) Ge the band gap is determined by the highest occupied state at the Γ point,

and the lowest unoccupied state at the L point in the Brillouin zone. However we find

that for U = 0, 1, 2 eV the lowest unoccupied state at Γ is practically degenerate with

the highest occupied state at Γ, and hence the gap vanishes. For higher values of U

the gap monotonically increases as expected. We find that the threshold value that
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Figure 4.13: Bulk band edges of (a) BTO and (b) Ge vs a Hubbard U applied to Ti
3d states and Ge 4p states, respectively (see text for the description of the curves).
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reproduces the band gap for higher U is too low to predict the band edges for lower

U , because the DOS does not fall below the threshold around the Fermi level. Hence

we choose a threshold which overestimates the band gap for a given U but reproduces

the shapes of the VBE vs U and CBE vs U curves as closely as possible. We find

that the experimental band gap is reproduced in the band structure for U ' 7, with

VBE = −0.1 and CBE = 0.6. For U = 0 the threshold method yields VBE = −0.2

and CBE = 0.6. So in order to estimate the band edges in the film, after analyzing

the Fermi level pinning and relative movement of the edges with respect to changing

gaps, we determine the final positions of the Ge band edges for U = 0 case, and shift

VBE up by 0.1 eV. Therefore we finally arrive at the band edges listed in Table 4.7

and displayed in Figure 4.8.
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Chapter 5

ZrO2 monolayers on Si(001)

5.1 Introduction

In Chapter 4, we described the scientific and technological importance of realizing

ferroelectric thin films directly on semiconductors. For our test case of BaTiO3 on Ge,

we concluded that interfacial chemistry limits the directions in which the polarization

can point, and the switching between two polarization states is feasible only if an

electrode with the right work function is used. In order to overcome these limitations,

in this Chapter we propose a novel approach where an oxide as thin as a monolayer

is the candidate for a ferroelectric film on a semiconductor. Although a variety of

monolayers may show ferroelectric behavior on a semiconductor, here we focus on

monolayers of ZrO2 on the (001) surface of Si as our candidate. In Section §5.2

we describe the growth procedure as applied by our experimental collaborators and

show that an atomically abrupt interface is achieved with no significant formation

of SiO2. The ZrO2 monolayers, which are amorphous in these experiments, are then

incorporated into a gate stack with amorphous Al2O3. Ferroelectric behavior is then

observed by C-V measurements with this gate stack. In Section §5.3, we describe

our computational methods. In Section §5.4 we report on our computational study
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of these monolayers on the Si(001) surface. We find that these films have multiple

(meta)stable structures with no significant chemical differences between them. Hence

epitaxial monocrystalline growth may be challenging. However, locally switching

between the (meta)stable configurations with similar atomic positions and chemical

bonding may be responsible for the observed ferroelectricity in the amorphous films.

This allows for a simpler growth process which is more conducive to manufacturing

than an epitaxial system.

5.2 Experimental Findings

To grow ZrO2 on silicon with an atomically abrupt interface, our collaborators first

clean the silicon by removing the native oxide using 5% HF:H2O and expose the

resulting H-terminated Si surface to UV-ozone to regrow SiO2 back on the surface to

a thickness of approximately 0.5 nm. They then deposit 1 monolayer of Zr metal on

top of the SiO2 using an electron-beam (e-beam) source in a background O2 pressure

of ∼ 5 × 10−9 Torr. To remove the SiO2, the system is heated in vacuum until the

SiO2 desorbs, typically for < 2 min at 870 °C. Desorption of the SiO2 is monitored

using reflection high-energy electron diffraction (RHEED) and is complete when the

background signal begins to decrease (Figure 5.1(a)). The gate stack is completed

with a layer of amorphous Al2O3 deposited by thermally evaporating Al at ∼ 8×10−7

Torr O2, with the substrate kept at room temperature. To verify that the process

results in an atomically abrupt interface of ZrO2 on silicon (without SiO2 at the

interface), they use X-ray photoelectron spectroscopy (XPS). A sample with a thin

(3 nm) Al2O3 layer on top of ZrO2 is moved in-vacuo between the deposition and

XPS analysis chambers. The effectiveness of the procedure to form an abrupt ZrO2-

Si interface is demonstrated by the dominance of the non-oxidized Si0 component

in the Si 2p spectrum, as shown in Figure 5.1(b). The relative area of the Si1+
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Figure 5.1: Physical properties of the Si-oxide interface. (a) RHEED image of the
ZrO2 monolayer prior to Al2O3 deposition. (b) Si 2p XPS spectrum of a ZrO2/Si
interface covered with a thin (3 nm) Al2O3 layer. The inset shows a magnification of
the Si1+ region taken from the orange rectangle. (c) TEM and (d) HAADF STEM
micrographs of the cross section of an Al2O3/ZrO2/Si stack.

component is ∼ 2.5% with respect to the Si0 peak. From the XPS data, the amount

of the suboxide is found to be less than 0.2 monolayers of Si1+ [98]. A cross-section

transmission electron microscope (TEM) micrograph (Figure 5.1(c)) and a scanning

TEM (STEM) high-angle annular dark field (HAADF) micrograph (Figure 5.1(d)) of

an Al2O3 (22 nm)/ZrO2 (1 nm)/Si sample show that the ZrO2 layer is uniform and

continuous, with a sharp interface with Si. In addition, XPS data further indicate

that Zr atoms are overwhelmingly in Zr4+ and Zr3+ states, suggesting that the O:Zr

ratio is near 2.

Capacitor devices are fabricated from the as-grown gate stack of Pt (50 nm)/Al2O3

(22 nm)/ZrO2 (1 nm)/Si. The capacitance-voltage (C-V) behavior shown in Fig-
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ure 5.2 demonstrates ferroelectric switching of the ZrO2 interface. As a control, our

experimental collaborators also deposit a gate stack with 12 nm-thick amorphous

Al2O3 using the same procedure described above, but without ZrO2 at the interface.

The control sample (Figure 5.2, inset) shows C-V behavior typical of a metal oxide

semiconductor (MOS) capacitor. At negative voltages, the Fermi level of the silicon

at the oxide-silicon interface is near the Si valence band, and holes accumulate at the

interface so that the measured AC capacitance is only that of the oxide gate stack.

As the voltage is increased, the Fermi level at the interface moves into the silicon

band gap, depleting charge at the interface, and the capacitance decreases due to the

added capacitance from the silicon depletion layer.

The striking feature of the C-V characteristics for the gate stack with ZrO2 at the

interface (Figure 5.2) is the hysteretic behavior. This behavior is notably absent in

the control sample that does not include the ZrO2 layer (Figure 3 inset). The sense

of the hysteresis, indicated by the arrows in the figure, is consistent with ferroelectric

switching of the ZrO2 and a concomitant change in the Si Fermi level [99], as also

predicted by theory (Figure 5.10). The magnitude of the hysteresis, ∼ 0.4 V, is

slightly smaller than the ∼ 0.6 eV predicted by DFT (Figure 5.10), which may be

because only a fraction of the ZrO2 in the amorphous structure is switching. The

hysteresis in the C-V behavior shows a switchable dipole at the interface: the field

and polarization of the ZrO2 point downwards for negative voltages. As the field

across the ZrO2 increases in the positive direction during the voltage sweep, the

polarization of the ZrO2 flips from down to up. This change in polarization induces

a positive switchable field at the interface and shifts the C-V curve toward negative

voltages, as observed in Figure 5.2.
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Figure 5.2: The ferroelectric behavior of ZrO2 on Si. A capacitance-voltage (C-V)
curve of a Pt/Al2O3 (22 nm)/ZrO1 (1 nm)/Si MOS capacitor, with arrows indicating
the scan direction. The top inset shows a schematic device structure with the polar-
ization corresponding to the arrows marking the sweep direction. The bottom inset
shows a C-V curve of a control sample with 12 nm Al2O3 and no ZrO2 layer.
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5.3 Computational methods

We theoretically model this system using density functional theory (DFT) with the

Perdew–Burke–Ernzerhof generalized gradient approximation (PBE GGA) [18] and

ultrasoft pseudopotentials [19]. We use the QUANTUM ESPRESSO software package

[65]. A 35 Ry plane wave energy cutoff is used to describe the pseudo Kohn–Sham

wavefunctions. We sample the Brillouin zone with an 8 × 8 × 1 Monkhorst-Pack

k-point mesh (per 1 × 1 in-plane primitive cell) and a 0.02 Ry Marzari–Vanderbilt

smearing [64]. A typical simulation cell consists of 8 atomic layers of Si whose bottom

layer is passivated with H and a monolayer of ZrO2 (see Figure 5.3). Periodic copies

of the slab are separated by ∼ 12Å of vacuum in the z-direction. The in-plane lattice

constant is fixed to the computed bulk Si lattice constant of 3.87Å. In general, the

slab has an overall dipole moment that might artificially interact with its periodic

copies. In order to prevent this unphysical effect, we introduce a fictitious dipole

in the vacuum region of the cell which cancels out the electric field in vacuum and

removes such interactions [66]. All atomic coordinates are relaxed until the forces

on all the atoms are less than 10−3Ryd/a0 in all axial directions, where a0 is the

Bohr radius (except the bottom 4 layers of Si which are fixed to their bulk positions

to simulate a thick Si substrate). We use the nudged elastic bands (NEB) method

with climbing images [25] to compute the transition energy barrier between different

metastable configurations.
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Figure 5.3: A typical simulation supercell with 2×1 in-plane periodicity. The bottom
2 layers of Si are passivated by H and fixed to bulk coordinates. There is ∼ 12Å of
vacuum along the z−direction to separate periodic copies.

5.4 Results

5.4.1 Free standing ZrO2 monolayers

5.4.1.1 Background: bulk zirconia

Bulk ZrO2 is observed in three structural phases. The high symmetry cubic phase

(space group: Fm3m) is shown in Figure 5.4. The lower symmetry tetragonal

(P42/nmc) and monoclinic (P21/c) phases are obtained by continuously breaking

the symmetries of the cubic phase. All three configurations are centrosymmetric and

hence not ferroelectric. However, this binary oxide has a layered structure (along

low-index directions) in which the cations and anions lie in different planes, which,

in thin film stoichiometric form, would cause ultrathin ZrO2 films to be polar. For

instance, in Figure 5.4 a horizontal monolayer of ZrO2 could be formed by the zir-

conium atoms in Layer 3, with (a) the oxygen atoms in Layer 2, or with (b) the

oxygen atoms in Layer 4, or with (c) half of the oxygen atoms in each of Layer 2

and Layer 4. Before relaxing the atoms in these hypothetical monolayers, in case (a)

the resulting polarization would be upward, in case (b) it would be downward, and
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Figure 5.4: The high symmetry cubic phase (Fm3m) of bulk ZrO2. Atomic layers are
labelled 1 through 5, where the odd (even) layers correspond to cation (anion) planes.

in case (c) it would be zero. This intrinsic layered structure, which is also preserved

in the tetragonal and the monoclinic phases of zirconia, is a fundamental reason why

ZrO2 is an excellent candidate to promote ferroelectricity as a buffer between Si and

a perovskite oxide such as SrTiO3.

5.4.1.2 Structure of free standing monolayers

In order to check if this richness of structure due to the layered nature of the bulk is

retained in the ultrathin film, we have simulated free standing ZrO2 monolayers. A

monolayer formed by a (001) plane of cubic ZrO2 would have a square lattice with

size 3.61 Å (from our DFT computations). To lattice match the Si substrate, we

simulate the monolayers at the lattice constant of the Si(001) surface, which we find

to be 3.87 Å. We have searched for minimum energy configurations for 1× 1, 2× 1,

2× 2 and c(4× 2) unit cells of monolayer ZrO2 which are the periodicities of the low

energy reconstructions of the bare Si(001) surface, as we shall discuss in section 5.4.2.

We find that the lowest and the second lowest energy configurations of the ZrO2
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monolayer are 2×1 and 1×1, respectively, as shown in Figure 5.5. The chief difference

between the two configurations is that the lowest energy structure, named A, has a

buckling of zirconiums in the 2× in-plane direction, while for the second lowest energy

structure, named B, the Zr are coplanar. We find that E (B)− E (A) = 0.07 eV per

ZrO2. Both of these configurations are inversion symmetric and hence non-polar.

However, because neither A or B is symmetric with respect to the mirror plane

reflection z → −z, there are two more geometrically distinct minima, named A and

B, which are shown in Figure 5.5. A and B are obtained from A and B, respectively,

by the mirror reflection. Notice that A can be obtained from A also by translating in

the 2× direction by half a 2×1 cell. However, since the underlying substrate will have

at least 2× 1 periodicity, this translation would not leave the entire system invariant.

5.4.1.3 Energy landscape of free standing monolayers

In order to analyze these configurations further, we parametrize the energy landscape

of free standing ZrO2 monolayers by using two coordinates: z1 ≡ z (Zr2)−z (Zr1) and

z2 ≡ z (O1)− z (Zr1), where the atoms Zr1, Zr2 and O1 are labelled in Figure 5.5 and

are vertically aligned for all the displayed structures. Note that the structures B and

B are treated as 2×1 structures in this analysis. To explore the energy landscape, we

have made a 9× 9 grid of (z1, z2) values and computed energies for structures whose

z1 and z2 are fixed but all other coordinates are relaxed. In Figure 5.6, we plot the

energy landscape using darker (lighter) colors to represent lower (higher) energies.

The coloring is done by MatLab’s interpolation scheme based on the DFT results on

an equally spaced 9× 9 grid. We also label the four metastable configurations on the

landscape. The energies are reported for 2× 1 cells such that E (A) = 0.

In Figure 5.6 we also present the minimum energy transition paths between these

energy minima. We have studied these transitions using the NEB method with climb-

ing images [25]. There are 6 pairs of metastable configurations and hence 6 transition
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Figure 5.5: The lowest energy configurations of the free standing ZrO2 monolayer.
Structure B lies at 0.07 eV per ZrO2 with respect to structure A. On the right, all four
geometrically distinct metastable configurations are shown. A and B are obtained
from A and B, respectively, by reflection in the z = 0 plane. For each structure, two
copies of 2× 1 cells are displayed and a vertical dashed line is drawn to separate the
copies.
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paths: A↔ A, A↔ B, A↔ B, A↔ B, A↔ B and B ↔ B. However, as seen from

the figure, the transition paths of A ↔ A and B ↔ B go through another energy

minimum and hence can be expressed in terms of the remaining 4 transitions. We

have found that all of the four transitions have an energy barrier of hight 1.04 eV per

2× 1 cell. These four saddle points, shown as diamonds in Figure 5.6, are related by

reflection and/or translation operations, and hence are physically equivalent.

To sum up, we have found that as a free standing monolayer in vacuum, ZrO2 is

not polar but has two physically distinct stable configurations. In the presence of a

surface that breaks the z → −z symmetry, the two configurations may turn into two

new configurations that are differently polarized.

5.4.2 ZrO2 monolayers on Si(001)

5.4.2.1 Bare Si(001) surface

To study the behavior of zirconia on Si(001), first we review the structure of the bare

Si(001) surface. It is well known that on the Si(001) surface, neighboring Si atoms

pair up to form dimers [100, 101], and we find that dimerization lowers the energy

by 1.45 eV per dimer. The dimers can buckle (i.e., the two Si forming the dimer will

not have the same out-of-plane z coordinate) which lowers their energy. If nearby

dimers buckle in opposite ways, higher order reconstructions occur. We summarize

the energies of these reconstructions in Table 5.1 (we refer the reader to the cited

works for detailed descriptions of the surface configurations). In short, there is a

strong drive for the surface Si atoms to dimerize (transition from a 1 × 1 to a 2 × 1

unit cell) and a weaker energetic drive to organize the dimers into structures with

periodicities larger than 2 × 1. Because the metastable configurations of the ZrO2

monolayers we have found are 2×1 or smaller, we have limited our search for Si/ZrO2

interfaces to 2× 1 simulation cells.
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Figure 5.6: The energy landscape of the free standing ZrO2 monolayer, as
parametrized by a pair of coordinates z1 ≡ z (Zr2)− z (Zr1) and z2 ≡ z (O1)− z (Zr1)
(See Figure 5.5 for labelings of the atoms). alattice is the computed lattice constant of
silicon and is equal to 3.87 Å. All four local energy minima as well as the minimum
energy transition paths between them are shown. The saddle points on the landscape
(i.e., the transition states) are shown as diamonds. The zero of energy is taken to be
the energy of structure A. All transition states lie at the same energy because they
are related by reflection/translation operations. The energy landscape is computed
by DFT on a 9 × 9 grid and then interpolated by MatLab to produce the smooth
colored plot.
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Si surface Energy (eV/dimer) Ref. [100] Ref. [101]

flat p(2× 1) ≡ 0.00 ≡ 0.00 ≡ 0.00

buckled p(2× 1) −0.20 −0.12 −0.13

buckled p(2× 2) −0.28 −0.17 −0.23

buckled c(4× 2) −0.07 −0.17 −0.24

Table 5.1: Energies of the lowest energy Si(001) surface reconstructions per dimer.
Two theoretical references are presented alongside our computed results. See the cited
works for details of the listed reconstructions.

5.4.2.2 Structure of the monolayers on silicon

We have searched the configuration space for ZrO2 on Si(001) as follows: First, we

have created a 3 × 3 × 2 grid of points inside the 2 × 1 in-plane unit cell on top of

the bare Si surface where a Zr atom is placed (the 3 × 3 grid corresponds to points

in the xy−plane and the ×2 corresponds to the vertical distance from the substrate).

A flat and high symmetry 1× 1 zirconia monolayer is generated such that it includes

this Zr atom. For each such structure, the atoms in the Si surface layer and the ZrO2

monolayer are randomly and slightly displaced to generate 5 initial positions. This

procedure, which yields 3× 3× 2× 5 = 90 configurations, is done for dimerized and

non-dimerized Si surfaces, so that there are 180 initial configurations in total. We

have then relaxed all the atoms in ZrO2 and the top 4 layers of silicon substrate to

reach local energy minima.

We present the five lowest energy structures we have obtained in Figure 5.7. The

horizontal axis is a quantity that describes the ionic polarization of the ZrO2 mono-

layer and is defined as the mean vertical Zr-O separation δz ≡ z (Zr)− z (O), where

over-bars mean averaging of the coordinate over the structure. The vertical axis is

the energy in eV per 2× 1 cell measured with respect to the lowest energy structure,

labelled S1. The energies of S1 through S5 are listed in Table 5.2.
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Figure 5.7: Five lowest energy configurations of ZrO2 monolayers on Si. δz ≡ z (Zr)−
z (O) is a measure of ionic out-of-plane polarization for the monolayers. Energies are
listed in eV per 2×1 in-plane cell measured with respect to the lowest energy structure
S1.

S1 S2 S3 S4 S5

Energy (eV per 2× 1 cell) ≡ 0.00 0.07 0.14 0.50 0.69

Table 5.2: Energies of the five lowest energy configurations of ZrO2 monolayers on Si
as they are labelled in Figure 5.7.
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First, we observe that the metastable configurations lie on both sides of the δz = 0

line, which means that there is no polarization direction that is strongly preferred.

Second, we find that the four lowest energy structures have a 2 × 1 periodicity with

intact Si dimers. (In addition to S5, we have found three more 1 × 1 structures at

energies higher than 1 eV that are not shown.) The energy difference of 0.69 eV per

dimer between the lowest energy 1 × 1 and the lowest energy 2 × 1 structures (i.e.

S5 and S1) is half of the energy of dimerization on the bare Si surface. Moreover,

the length of the dimer in S1 is 2.42 Å which is longer than the 2.31 Å on the bare

surface. Therefore, in general, the Si dimers are weakened but not broken by the

ZrO2 monolayer.

Third, we notice that for each configuration shown in Figure 5.7, a physically

equivalent configuration is obtained by a mirror reflection by the yz−plane, which

doubles the number of metastable structures in the configuration space. For our anal-

ysis of transitions between these configurations, we make the reasonable assumption

that silicon dimers remain intact during the transition between two dimerized con-

figurations. Hence, we reflect the atomic positions through a yz−plane which keeps

the dimers in place in order to obtain the geometrically equivalent (but physically

identical) set of structures S1, S2 etc.

5.4.2.3 Transitions between low energy states

We have computed the minimum energy transition paths between the three lowest en-

ergy configurations and their symmetry related counterparts (S1, S1, S2, S2, S3, S3).

When applying the NEB method to find transition states, each atom in the initial

configuration is mapped to an atom in the final configuration. In principle, all possi-

ble matching choices should be attempted in order to find all inequivalent transition

paths and barriers. However, this is impractical (and not physically necessary). For

the case of free standing ZrO2, in all the minimum energy configurations, all atomic
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(x, y) coordinates line on a square grid, and by making the reasonable assumption

that atoms do not swap sites during the transition, we can dramatically reduce the

number of possible transition paths under consideration. Hence, we matched each

atom in the initial configuration with the atom that sits at the same site in the final

configuration in order to perform the NEB calculations. Even though no fixed square

grid exists for the ZrO2 monolayer on Si cases that applies to all the configurations,

similar considerations are possible: (1) For the six configurations of interest, both Zr

atoms and two of the O atoms in a unit cell align along the y−direction with the Si

dimers (y = 0), and the other two O atoms lie half way between consecutive dimers

(y = 0.5alat). Both along the x− and the y−directions, atomic chains of . . .-Zr-O-Zr-

O-. . . exist in all cases. So for each configuration, we can make a square grid in the

xy−plane such that one Zr per cell sits at a lattice site and the other atoms are very

close to the other lattice sites. For each transition process, the grid is assumed only

to shift in the x−direction. (2) Because of the high energy cost of breaking Si dimers

on the bare Si(001) surface, we assume that the dimers remain intact during a tran-

sition. (3) We assume that . . .-Zr-O-Zr-O-. . . chains along the y−direction remain

intact during a transition, so no movement in the y−direction is considered.

By using these constraints, we can reduce the number of possible matchings to

four for each transition. We demonstrate these choices for the transition S1 → S2

in Figure 5.8. The final state S2 is displayed upside down in order allow for a clear

demonstration of ZrO2 matchings. In the left panel, . . .-Zr-O-Zr-O-. . . chains along

the y−direction are circled by blue dashed rings. There are two possible ways in

which the chains in S1 can be matched to the chains in S2 that do not cause large

scale rearrangements. One of these matchings is shown as solid arrows, and the other

is shown as dotted arrows. In the right panel, the same exercise is repeated for

the remaining oxygens (circled by red dashed rings). Therefore there are 2 × 2 = 4

matchings in total. Note that the reverse processes correspond to the set of matchings
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Figure 5.8: The possible matchings for the S1 → S2 transition for the NEB simula-
tion. The S2 structure is displayed upside down to allow for a clear demonstration.
On the left panel, two possible choices for the two Zr-O pairs (or chains) in the S1
unit cell to be matched to the Zr-O pairs (or chains) in the structure S2 are shown.
The set of solid arrows corresponds to one choice, and the set of dotted lines corre-
sponds to another. Similarly, two choices for the remaining oxygens are displayed.
See text for further details of the described matchings. Two copies of 2× 1 cells are
are shown and a dashed line is drawn to separate the copies.

that obey our rules for the transition S2→ S1.

The resulting smallest energy barriers are listed in Table 5.3. Notice that the nine

listed transitions cover all the possible transitions because, e.g., S1↔ S2 is symmetry

related to S1↔ S2. We observe that the transitions between the unbarred states are

about 1 eV smaller than the transitions between unbarred and barred states. This is

understood as follows: For all six structures, there is one oxygen per cell which binds

to a silicon atom. The transitions that leave that oxygen in place (such as the dotted

arrows in the right panel of Figure 5.8) have lower energy barriers. A transition

between an unbarred state and a barred state necessarily involves displacing that
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Transition Ebarrier (→) (eV) Ebarrier (←) (eV)

S1↔ S1 1.63 1.63

S1↔ S2 0.79 0.71

S1↔ S2 1.60 1.52

S1↔ S3 0.79 0.65

S1↔ S3 1.60 1.46

S2↔ S2 2.48 2.48

S2↔ S3 0.23 0.17

S2↔ S3 1.57 1.51

S3↔ S3 1.77 1.77

Table 5.3: Transition barriers, calculated via the NEB method, between pairs of low
energy configurations of ZrO2 monolayers on Si(001). Energy barriers are reported
in eV per 2× 1 cell.

oxygen and binding it to the other Si atom on the surface. Therefore a low energy

path is not possible in such a case.

Focusing on the three low energy transitions, i.e. S1 ↔ S2, S1 ↔ S3 and

S2↔ S3, we plot energy vs δz curves in Figure 5.9. The transition state of S2↔ S3

(dotted curve) and the shared transition state of S1 ↔ S2 and S1 ↔ S3 (solid

curves) are marked by diamonds on the plot and their configurations are displayed.

During these transitions, the oxygen atom that has bonded to a silicon (circled by

red dashed rings in the figure) remains in place, while the remaining 5 atoms in the

ZrO2 layer (inside the blue dashed rounded rectangles) move in concert. Because

this movement does not significantly alter the chemistry of the interface, the energy

barriers are relatively low.

Because of the rich landscape of stable configurations at low energy with simi-

lar chemical bonding and small structural differences, we predict that growing single

crystalline epitaxial films of ZrO2 on Si(001) should be challenging. However, epitaxy
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Figure 5.9: Three lowest energy configurations of ZrO2 monolayers on Si and the
transition paths between them calculated via the NEB method. The solid curve
corresponds to the transitions S1↔ S2, S3 that share a transition state denoted by
a red diamond. The dotted curve corresponds to the transition S2 ↔ S3 which has
a transition state denoted by a green diamond. The circled oxygen atoms remain in
place during the transitions, and the circled groups of five atoms move as a block
with small internal displacements.
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may not be a necessary condition for ferroelectricity in this system. A close examina-

tion of the structures shown in Figure 5.9 indicates that the symmetry of the silicon

surface, as well as the inherently rumpled structure of ZrO2, give rise to the switch-

able polarization. The switching of the dipole occurs by a continuous displacement of

a group of atoms in the unit cell, while one oxygen remains in place. No significant

chemical change occurs during these transitions. We note that open channels in the

dimerized (001) face of silicon allow for the motion of the oxide atoms lacking silicon

nearest neighbors, which stabilizes the three low energy polar ZrO2 structures.

5.4.2.4 Coupling of polarization to electronic states in Si

In addition to the theoretical prediction that the three lowest energy structures may

coexist in monolayer form, in section 5.4.3 we will explain why, at temperatures

of interest to us, structures S2 and S3 may dominate the film. Because of the large

difference in polarization together with a low energy barrier between these structures,

we believe that the polarization switching described in Section §3.2 should correspond

to switching between S2 and S3.

A first corroboration involves showing that the change in the silicon Fermi level

observed in the experiment is comparable with our theoretical prediction. In Fig-

ure 5.10, we plot the density of states (DOS) of the ZrO2/Si system projected onto

an interior layer of the Si substrate for the cases of interface structures S2 and S3. We

set the energy of the Si valence band edge (VBE) of S2 to zero and align the vacuum

energy level in S3 to the vacuum energy energy in S2. We find a 0.6 eV VBE shift

in Si, which is larger than, but quite comparable to, the experimental value of 0.4

eV. We believe that this is due to the fact that the experimental monolayers are not

epitaxial but amorphous with multiple structural motifs present, so that application

of the electric field is not as effective at polarization switching as is assumed in the

clean, epitaxial and ordered theoretical simulations.
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Figure 5.10: Density of states in an interior Si layer with the ZrO2 film in its upwardly
polarized (S2) and downwardly polarized (S3) forms. There exists a valence band
edge (VBE) shift between the "up" state (top) and the "down" state (bottom).
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5.4.3 Domain energetics

Up to this point, our theoretical study of the ZrO2 monolayers on the Si(001) surface

has shown that (meta)stable configurations with varying polarizations are present.

We have also demonstrated that transitions between some of the lowest energy con-

figurations do not require complicated rearrangements of atoms and have low energy

barriers. Because of these findings as well as the fact that the experimental monolayer

is amorphous, we expect there to be a multi-domain character to these monolayers at

or near room temperature (kBT = 0.026). However, directly calculating the energy

of a multi-domain region of the system an area larger than a few unit cells is not

feasible. In this Section, we describe an approximate method to compute the energies

of arbitrary regions of multiple domains, and use Monte Carlo simulations to find

thermodynamic ground states at finite temperatures.

5.4.3.1 Domain wall energies

In order to investigate the behavior of finite domains, we have developed a lattice

model where every 2× 1 in-plane cell is treated as a site in a two dimensional lattice

which couples to its neighbors via an interaction energy. Such models have been

proposed for other two dimensional systems [102]. Such a model is reasonable if the

interface (domain wall) between domains of different states is sharp, i.e., the atomic

positions a few unit cells away from a domain boundary are indistinguishable from

the atomic positions in the center of the domain. To find the degree of locality, we

have computed domain wall energies as a function of domain size.

Sample simulation arrangements are shown in Figure 5.11. In (a) and (b), domain

walls along the y− and x−directions are formed, respectively, between the configu-

rations S1 and S2. Three unit cells of S1 and S2 each are generated and attached

together to build larger cells to simulate the domain walls: 12 × 1 and 2 × 6 cells

to simulate the boundaries along the y− and x−directions, respectively. In each of
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the 3 unit wide domains, the center unit is fixed to the atomic configuration of the

uniform system. In Figure 5.11, for the S1 domain, the atoms in the unit labelled S1

are fixed, and the atoms in the units S1l and S1r are relaxed. The same is true for

S2, but for clarity, fixed units of S2 are displayed on both sides. We then compute

the domain wall energy between S1 and S2 by subtracting 3E (S1) + 3E (S2) from

the total energy of this supercell and dividing by two. We have checked for a few test

cases that increasing the domain width from 3 to 5 changes the domain wall energies

by small amounts on the order of 1-10 meV while typical domain wall energies are

larger than 100 meV (see Table 5.4). This, together with visualization of the resulting

structures, convinces us that the domains are sufficiently local for us to treat the do-

main walls as being sharp. Note that there are two inequivalent boundaries between

S1 and S2 along a given direction. In Figure 5.11, these boundaries are shown as red

and blue dashed lines. Due to the periodicity of simulation cells, it is not possible to

separate the energies of these two boundaries, so we are forced to assume that their

energies are equal.

The final step in determining the domain boundary energies is to survey the

configuration space at a given boundary. For that purpose, for each domain boundary

we have generated a number of initial configurations depending on the direction of

the boundary:

• For a boundary along the y−direction such as in Figure 5.11(a), we have gen-

erated five initial configurations as follows. For each domain state (e.g., S1 or

S2), we have labelled the Zr-O pairs along the y−direction and the remaining

oxygens and numbered them in an increasing order in the x−direction. In the

figure, the labelling for states S1 and S2 is shown. Note that for each cell, the

sequence starts with a Zr-O pair and ends with an O atom. Hence in some cases

the oxygen labelled 4 lies beyond the unit cell to which it belongs, such as in

S2. To build a domain boundary such as the S1r-S2l (shown as a blue dashed
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Figure 5.11: Simulation arrangements to compute the domain boundary energies
between S1 and S2. (a) 3 cells each of S1 and S2 are stacked along the x−direction
to form straight domain boundaries in the y−direction. The numberings of atomic
groups within the unit cells are displayed using dashed circles. The boundary on the
right (blue) is initially built by the atomic groups 1, 2 and 3 from S1 and 4 from S2
in the unit cell to the left of the boundary (labelled S1r), and the atomic groups 1,
2, 3 and 4 from S2 in the unit cell to the right of the boundary (labelled S2l). The
boundary on the left (red) is constructed to preserve the number of atomic groups
from each cell. (b) 3 cells each of S1 and S2 are stacked along the y−direction to form
straight domain boundaries in the x−direction. Fully relaxed boundary configurations
are shown.
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line), we first place the atomic groups numbered 1− 4 from S1 to the left hand

side of the boundary, and the atomic groups numbered 1 − 4 from S2 to the

right hand side of the boundary. This constitutes our first initial configuration.

The second configuration is obtained by replacing atom 4 from S1 on the left

hand side by atom 4 from S2. The third is obtained by replacing both group 3

and atom 4 from S1 by 3 and 4 from S2. The fourth choice is replacing atomic

group 1 from S2 on the right hand side by atom 1 from S1; and lastly the fifth

choice is replacing 1 and 2 from S2 by 1 and 2 from S1. The opposite operation

is performed at the other boundary such as S2r-S1l (shown as a red dashed

line). We then take the smallest of the five domain energies computed as the

final energy. Note that the relaxed structure shown in the Figure 5.11(a) for the

S1-S2 domain boundaries is obtained via choice 2 for the S1r-S2l boundary.

• For a boundary along the x−direction such as in Figure 5.11(b), we have gen-

erated a few initial configurations by slightly and randomly displacing the two

oxygen atoms at the boundary along the y direction in order to break the

y → −y symmetry inherent to these structures.

5.4.3.2 Construction of a lattice model

With the library of domain boundary energies for every pair of states along the x- and

y-directions computed as described above, we approximate the energy of the system

with an arbitrary configuration of domains by a two-dimensional anisotropic lattice

Hamiltonian on a square lattice:

H =
∑
i,j

E (σ (i, j))+
∑
i,j

Jx (σ (i, j) , σ (i+ 1, j))+
∑
i,j

Jy (σ (i, j) , σ (i, j + 1)) , (5.1)
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Figure 5.12: An example configuration of the two dimensional lattice that approxi-
mates the ZrO2 monolayer on Si as a multi-domain system. Nearest neighbor sites
couple through the coefficients Jx (blue arrows) and Jy (green arrows).

where σ (i) donates the state at a given site i, E (σ (i)) is the energy (per 2× 1 unit

cell) of state σ (i), and Jα (σ (i) , σ (j)) is the energy of interaction (i.e., domain wall

energy) between the neighboring states i, j in the axial direction α. In our model,

only nearest neighbor interactions are included. Because of the anisotropic nature of

the film (the x and y directions are fundamentally different due to Si dimerization),

the interaction term must distinguish between directions x and y so that Jx and Jy

differ. The domain boundary energies calculated via DFT simulations are employed

as nearest neighbor interaction energies in this model. In Figure 5.12, we illustrate an

arbitrary configuration of such a lattice. As an example, the state S1 in the middle

column couples to S1 and S3 via Jx
(
S1, S1

)
and Jx (S1, S3), respectively, and to S2

and S2 via Jy (S1, S2) and Jy
(
S1, S2

)
, respectively.

For a model with N kinds of states, our interaction matrices Jα (α = x, y) have

the following properties:

• The interaction energy between the sites of the same kind is zero by definition,

Jα (σi, σi) = 0. Hence the number of non-zero entries is N2 −N .
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• We have assumed that the domain wall energy between states σi and σj re-

mains the same if we swap the states. Therefore the matrices are symmet-

ric Jα (σi, σj) = Jα (σj, σi), reducing the number of unique non-zero entries to

1
2

(N2 −N).

• In our particular system, every state has a counterpart which is obtained by

the reflection x → −x. Hence, e.g., the domain wall between S1 and S2 can

be obtained from the domain wall between S1 and S2 by applying a single

symmetry operation. Therefore many of the entires of Jα (σi, σj) are paired up

in this way which further reduces the number of unique entries further to 1
4
N2.

In Table 5.4 we list the unique entries of Jα (σi, σj) for states σ ranging over the the

six lowest energy states. Note that since N = 6 for this table, there are 1
4
62 = 9

entries in the table. Because the unit cell is 2 × 1, the couplings Jx are expected to

be smaller than the couplings Jy, which is generally correct. We have computed the

domain wall energies for more possibilities of states including S4, S4, S5 and S5, and

the resulting domain wall energies (listed in Table 5.6) are included in our treatment

of the lattice model below.

We notice that some of the values in Table 5.4, namely Jx
(
S2, S3

)
and Jy

(
S3, S3

)
,

are very small, which we expect to be significant in finite temperature behavior of

our model. We demonstrate the domain wall that corresponds to Jy
(
S3, S3

)
in

Figure 5.13 with a top view. Because one of the . . .-Zr-O-Zr-O-. . . chains along the

y−direction in the S3 unit cell is approximately aligned with the valley between

consecutive Si dimers along the x−direction, it is approximately unchanged under

the S3 → S3 transformation. Therefore when S3 and S3 cells are attached in the

y−direction, continuous and linear . . .-Zr-O-Zr-O-. . . chains are obtained (the top and

the bottom black horizontal straight lines in Figure 5.13). The remaining . . .-Zr-O-

Zr-O-. . . chain in the unit cell matches imperfectly, but the distortion is small (the

winding black horizontal curve in the middle in Figure 5.13) such that the only atom
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Domain boundary Jx (eV) Jy (eV)

S1, S1 0.26 1.35

S1, S2 0.76 1.13

S1, S2 0.96 0.99

S1, S3 0.61 4.81

S1, S3 0.44 1.75

S2, S2 0.38 1.64

S2, S3 0.17 0.98

S2, S3 0.01 0.91

S3, S3 0.73 0.002

Table 5.4: Domain boundary energies computed from first principles. These energies,
along with the couplings that include the states S4, S4, S5 and S5 reported in
Table 5.6, serve as the couplings of nearest neighbors in our lattice model.

with a modified environment is one of the oxygen atoms at the domain boundary

(encircled with a red dashed ring in the figure). This near-perfect meshing of the

. . .-Zr-O-Zr-O-. . . chains after stacking S3 and S3 structures along the y−direction

may be said to cause the very small energy cost of making the domain boundary.

The model we have built is a general discrete lattice model that resembles two

dimensional Ising models and, more generally, Potts models [103]. However, due to

the lack of any simple pattern in site energies and couplings, it does not belong to

any analytically solvable category of models.

5.4.3.3 Mean-field approach

To understand the thermodynamic behavior of this model at finite temperature, we

begin with the standard mean-field approach which is based on the assumption that

every site interacts in an averaged manner with its neighboring sites. For a model

with N states σ1, σ2, . . . σN , every site has a probability p(σi) of being occupied by
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Figure 5.13: Top view of the domain boundaries along the x-direction between S3 and
S3, computed by stacking 3 unit cells of each structure along the y−direction. The
domain energy, computed to be Jy

(
S3, S3

)
= 0.002 eV per unit length, is very small

due to the near-perfect meshing of the . . .-Zr-O-Zr-O-. . . chains in this configuration.

state σi. In mean field theory, the energy of such a site including its interactions with

its nearest neighbors is

U (σi) = E (σi) + 2
N∑
j=1

p (σj) Jx (σi, σj) + 2
N∑
j=1

p (σj) Jy (σi, σj) . (5.2)

The probability p(σi) is given by the the Boltzmann factor so that

p (σi) =
exp

(
−U(σi)

kBT

)
Z

, (5.3)

where

Z =
N∑
j=1

exp

(
−U (σj)

kBT

)
(5.4)

is the mean-field partition function.

These equations form a self-consistent system of N equations for p (σi) given T and

the list of energies E(σi) and couplings Jx, Jy. We present the solutions of the system
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Figure 5.14: Probabilities of finding a type of state at an arbitrary site vs temperature,
as computed by the mean-field equations for our lattice model.

of equations for temperatures ranging from 0.1 through 3.0 eV/kB in Figure 5.14. We

find that there is a first-order phase transition at kBT = 1.4 eV (i.e., about 16,000

K). Below this temperature, either one of the ground states S1, S1 occupies close

to all of the sites. In this regime, there is a spontaneous symmetry breaking which

causes one of the ground states to fill the lattice. Above the transition temperature,

the ground states are suppressed and the lattice gets filled by the rest of the states

with an approximately equal distribution. At very high temperature (not shown in

the figure), all states have equal probability, as expected.

It is known that in simpler two dimensional lattice problems, the mean-field ap-

proximation predicts the phase transition correctly but overestimates the critical tem-
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perature [104]. Overall, the mean-field approach assumes that each site interacts with

its neighbors in an uncorrelated fashion equally, neglecting the fact that correlation

lengths are finite. Moreover, as seen from equation (5.2), the mean-field equations

are isotropic, which is an important shortcoming due to the major role anisotropy is

expected to play in our system (see 5.4). In summary, we expect these mean field

theory predictions to be informative but not quantitatively accurate.

5.4.3.4 Monte Carlo simulations

For a better understanding of our model at temperatures that are of interest to us, we

have employed classical Monte Carlo simulations with a version of the Wolff cluster

algorithm that we have developed. For further details of the method, please refer

to Chapter 2. We have run simulations in a 50 × 150 lattice with free boundary

conditions and a randomized initial condition, for kBT = 0.016, 0.032, 0.064, 0.128,

0.256 and 0.512 eV. We have used non-square cells because of the larger couplings in

the y-direction compared to the x-direction, which lead to larger correlation lengths

in the y-direction, as described below. In Figure 5.15, a sample configuration of a

simulation with kBT = 0.016 eV (T = 186 K) is shown.

In Figure 5.16, the time autocorrelation function Cauto (t), and the horizontal and

vertical spatial correlation functions Cx (∆i) and Cy (∆j) are plotted for a particular

Monte Carlo run. These correlation functions are defined as:

Cauto (∆t) = mean
i,j,t

[〈σ (i, j, t)σ (i, j, t+ ∆t)〉 − 〈σ (i, j, t)〉 〈σ (i, j, t+ ∆t)〉] , (5.5)

Cx (∆i) = mean
i,j,t

[〈σ (i, j, t)σ (i+ ∆i, j, t)〉 − 〈σ (i, j, t)〉 〈σ (i+ ∆i, j, t)〉] , (5.6)

Cy (∆j) = mean
i,j,t

[〈σ (i, j, t)σ (i, j + ∆j, t)〉 − 〈σ (i, j, t)〉 〈σ (i, j + ∆j, t)〉] , (5.7)

where σ (i, j, t) denotes the state at the lattice site (i, j) at simulation time step t. In

Figure 5.15, correlation functions for every type of state (S1, S1 etc.) are computed
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Figure 5.15: A sample of the Monte Carlo simulation of the lattice model at kBT =
0.016 eV (T = 186 K).

112



separately and overlaid. This is done by defining 10 functions σ (i, j, t) (one for each

state) such that for a given type, σ (i, j, t) is 1 if the site i, j is occupied by that type

at time t, and 0 otherwise.

We observe that for the run exemplified by Figure 5.15 and analyzed in Figure 5.15,

(1) a 1000 step Monte Carlo simulation leads to decorrelation of states S1, S1, S4, S4,

S5 and S5 (i.e., equilibration), but not for S2, S2, S3 and S3. (2) The simulation cell

of size 50× 150 is successful in containing the domains that form at this temperature

since the spatial autocorrelations become quite small by the half-way point in each

direction: sites that are sufficiently far from each other are not correlated in the

simulation. We have repeated these simulations 10 times for each temperature and

have found that the correlation functions behave similarly when the initial state of

the simulation cell is randomly chosen. For temperatures higher than 0.128 eV, all

temporal correlations decay below 0.1 in the duration of the simulation.

The reason behind the slow temporal decay of the S2, S2, S3 and S3 autorcor-

relations at low temperatures is that sufficiently large domains of these states form

and the Monte Carlo algorithm becomes inefficient in flipping them to other config-

urations. To see what other effects are present in these simulations, we monitor two

other physical quantities throughout the course of the simulations as displayed in

Figure 5.17. The first quantity is the probability that any lattice site has a particular

state (the ratio of the number of sites occupied by a state to the total number of sites

in the simulation cell). The second quantity is the average domain size for each state

at a given time (computed by determining all the domains of that state, including

domains with only one site, and dividing the total number of sites occupied by the

state to the number of domains). A large jump in the second quantity during the

simulation usually indicates merging of two domains. The fact that these quantities

change quickly at the beginning of the simulation and more slowly toward the end of

the simulation in Figure 5.17 is indicative that the characteristics seen in Figure 5.15

113



Figure 5.16: Temporal and spatial correlation functions of all 10 types of states for a
Monte Carlo simulation for kBT = 0.016 eV. (a) Temporal correlation (autocorrela-
tion) function defined in equation (5.5), (b) correlation function along the x-direction
as per equation (5.6) and (c) correlation function along the y-direction as per equa-
tion (5.7).
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are representative of large volumes of the configuration space sampled with the Boltz-

mann distribution at kBT = 0.016 eV (186 K): namely, while the lattice system has

not fully equilibrated, it is not very far from equilibrium either. Please notice how

domains S2 and S2 are increasing in size at the expense of other states as the sim-

ulation goes on. Hence, despite its shortcomings, these results show that at this low

temperature, the lattice system should be dominated by large domains of S2 and S2

followed by smaller domains of S3 and S3.

We now return to the mean field prediction that at temperatures lower than 1.4

eV the system should be dominated by either one of the ground states: this is not

supported by the Monte Carlo simulations. Our Monte Carlo simulations show that

for kBT & 0.5 eV, there is no long range order. The system gradually becomes

more ordered as the temperature is lowered, but we have not yet found a sign of a

sharp phase transition in our simulations. In 5.18, we plot the correlation lengths

ξx and ξy along the x- and y-directions, respectively. The correlation lengths are

calculated through the correlation functions Cx (∆x) and Cy (∆y) by fitting them to

an exponential form A exp (−∆α/ξα). We calculate the correlation lengths (averaged

over all states) for each run and then average over all runs at the same temperature.

We find no indication of a second-order phase transition where one would expect the

correlation lengths to diverge approaching to the critical temperature from both sides.

Instead, the long range order increases gradually as the temperature decreases.

Finally, we comment on broad characteristics of the multi-domain structure of

these films based on the lattice model. In Figure 5.19, we display the probability for

a site to be occupied by each state as a function of temperature, where the probability

values are averaged over the last quarter of each run, and then further averaged over

10 runs. Notice that the system is dominated by the second and the third lowest

energy configurations (S2, S3, S2, S3). As discussed above, we believe that this is

due to the rather low couplings Jx
(
S2, S3

)
and Jy

(
S3, S3

)
when compared to the
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Figure 5.17: Probabilities of finding a state at an arbitrary site (a) and average
domain sizes of each state (b), as they evolve during a Monte Carlo simulation for
kBT = 0.016 eV.
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Figure 5.18: Correlation lengths along the x- and y-directions vs temperature. Each
data point is obtained by fitting an exponential decay function to spatial correlation
functions for each run at a given temperature, and then averaging the results of the
fit for all the runs at that temperature.
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Figure 5.19: Probabilities of finding a state at an arbitrary site vs temperature, as
computed by Monte Carlo simulations. For each temperature, the probabilities are
averaged over the last quarter of each run, and then further averaged over 10 runs.

other couplings in Table 5.4. Namely, these domain walls are not very energetically

costly, so their entropic contribution is significant even at low temperatures.

In Figure 5.20 we display the average domain size of each state vs temperature,

again averaged over 10 runs for each temperature. We find that, on average, the

domains of states S2 and S2 are larger than the domains of states S3 and S3,

even though the latter occupy more of the simulation cell. This may be because

Jy
(
S3, S3

)
= 0.002 eV so the S3 and S3 easily form vertical stacks of domains at

essentially no energetic cost, as in Figure 5.15.

To sum up, according to our discrete lattice model, for 2× 1 ordered ZrO2 mono-

layers on the Si(001) surface, for the temperature range 200 − 800 K, domains of
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Figure 5.20: Average domain size for each type of state vs temperature, as computed
by Monte Carlo simulations. For each temperature, the domain sizes are averaged
over the last quarter of each run, and then further averaged over 10 runs.
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S2, S2, S3 and S3 should be expected to occur with sizes of a few to a few dozen

unit cells. This supports our claim that reaching epitaxy for these films should be

challenging. However, we expect that locally the structure should be approximated

by S2 and S3, and so the ferroelectric switching is understood largely as a transition

between these two states. Time scales and dynamics of domain switching are sub-

jects of potential further studies, as are much longer Monte Carlo simulations to fully

explore the phase space and compute accurate thermodynamic quantities.

5.4.4 Oxygen content of the films

With the particular growth procedure described in Section §3.2, we expect the films to

have an O:Zr ratio of 2 : 1, with no oxygenation of the Si substrate. However, we know

that the oxygen content of oxide thin films can be highly dependent on the growth

conditions. In order to provide a comprehensive survey of these monolayers that may

be experimentally realized through different growth methods, we have investigated

ZrO2 monolayers with variable amounts of oxygen. To this end, we have simulated

2× 1 systems with O:Zr ratios of 1.0, 1.5, 2.5 and 3.0.

5.4.4.1 Low energy structures of ZrOx films

To generate initial configurations, we have taken all the metastable configurations

of the ZrO2 monolayers, and either removed or added oxygens appropriately. For

ZrOx where x = 1.0 (1.5), we have removed 2 (1) O per cell, which has yielded 6

(4) initial configurations for each metastable configuration of ZrO2. For ZrOx where

x = 2.5 or 3.0, we have added oxygen atoms to one or two of the following four

positions: between surface Si atoms along the x−direction (midpoint of a dimer and

halfway between successive dimers for non-1 × 1 systems), and between a surface Si

atom and its neighbor in the subsurface layer (two inequivalent positions for non-

1 × 1 systems). These choices are suggested by previous studies of O adsorption to
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Structure E (eV) Structure E (eV)

ZrO1.0 S1 ≡0.00 ZrO1.5 S5 0.88

ZrO1.0 S2 0.02 ZrO2.5 S1 ≡0.00

ZrO1.0 S3 0.18 ZrO2.5 S2 0.02

ZrO1.0 S4 0.19 ZrO2.5 S3 0.32

ZrO1.0 S5 0.49 ZrO2.5 S4 0.33

ZrO1.0 S6 0.83 ZrO2.5 S5 0.50

ZrO1.5 S1 ≡0.00 ZrO2.5 S6 0.90

ZrO1.5 S2 0.12 ZrO3.0 S1 ≡0.00

ZrO1.5 S3 0.45 ZrO3.0 S2 0.00

ZrO1.5 S4 0.63 ZrO3.0 S3 0.29

Table 5.5: Energies of ZrOx monolayers on Si(001), where x = 1.0, 1.5, 2.5, 3.0 (re-
ported in eV per 2× 1 cell).

the bare Si(001) surface [105, 106] (and our confirmation of those works). We find

that the most favorable position for an O atom on the Si(001) surface is the midpoint

of a dimer, and the next most favorable position (at 0.23 eV per O) is between a

surface atom and its subsurface neighbor (known as a back bond). Therefore, we

have four positions to add an oxygen to a 2 × 1 Si/ZrO2 interface, and hence 4 (6)

initial configurations of ZrO2.5(3.0) for each metastable configuration of ZrO2.

In Table 5.5 we list the energies of the metastable configurations for ZrOx for

x = 1.0, 1.5, 2.5 and 3.0. We have restricted the table to structures that are 1 eV

or less per 2 × 1 cell higher than the ground state for all x. We notice that the

multiplicity of structures at low energies is a feature of this system independent of

the oxygen content. For x = 1.0, 2.5 and 3.0, the second lowest energy structure is

within 0.02 eV of the ground state. See Figures 5.21, 5.22, 5.23, 5.24 and 5.25 for

illustrations of these listed structures.
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Figure 5.21: Low energy relaxed configurations of monolayers with O:Zr = 1.0. Re-
ported energies are per 2× 1 in-plane cell.
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Figure 5.22: Low energy relaxed configurations of monolayers with O:Zr = 1.5. Re-
ported energies are per 2× 1 in-plane cell.

123



Figure 5.23: Low energy relaxed configurations of monolayers with O:Zr = 2.0. Re-
ported energies are per 2× 1 in-plane cell.

124



Figure 5.24: Low energy relaxed configurations of monolayers with O:Zr = 2.5. Re-
ported energies are per 2× 1 in-plane cell.

Figure 5.25: Low energy relaxed configurations of monolayers with O:Zr = 3.0. Re-
ported energies are per 2× 1 in-plane cell.
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5.4.4.2 Polarization and Zr-O coordination

Given the large number of structures, we are only able to describe overall statistical

trends for this dataset. Generally, we find that for the under-oxygenated cases (x =

1.0, 1.5), structures with lower energy have fewer Si-O bonds, and on average the

oxygens are farther from the Si surface than the Zr: this represents the fact that

O prefers to bond to Zr over Si. Separately, for low oxygen content, we find more

Si-Zr bonds forming: this happens because the Zr are not fully oxidized and prefer

to donate electrons to the more electronegative Si. On the other hand, in the over-

oxygenated cases (x = 2.5, 3.0), we find that the extra oxygens bind to the available

sites on the Si surface and the remaining oxygen distribute themselves among the Zr

atoms such that the coordination of the Zr by O is maximized.

The above descriptions are supported by the data shown in Figure 5.26. On the

left hand size, we plot energy E vs δz for all of the structures in our library. We

find that negative ionic polarization is preferred for x = 1.0, 1.5, and that the energy

increases as the polarization increases. Hence, the O anions prefer to be farther

from the Si surface, and the Zr cations prefer to be closer. We find the opposite for

x = 2.5, 3.0, where positive polarization is preferred, and the lowest energy structures

have the highest Zr-O out-of-plane separation. On the right hand side, we plot E

vs the coordination number of Zr by O. We calculate the coordination number for

a Zr atom by counting the number of O atoms within 3 Å. We then average the

coordination numbers of the two inequivalent Zr atoms, and report it in the figure.

We find that for all O:Zr ratios, higher C.N. tends to lower the energy, with the

exception of O:Zr = 2, where one special low-energy configuration (S2 as shown in

Figure 5.7) has C.N. = 3.5 while the others have C.N. = 4. Note that for these

plots, we count symmetry related structures such as S1 and S1 in ZrO2.0 as a single

structure.
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Figure 5.26: E vs δz and E vs the coordination number (C.N.) of Zr by O scatter
plots for the relaxed structures obtained in this study, for ZrOx monolayers on Si(001),
where x = 1.0, 1.5, 2.0, 2.5, 3.0. Linear fits computed by the method of least squares
are also displayed. δz ≡ z (Zr) − z (O) measures the ionic out-of-plane polarization.
C. N. of Zr by O is defined as the number of oxygen atoms that are within 3 Å of
a zirconium atom. For each structure, the C.N. is calculated separately for the two
generally inequivalent Zr atoms, and then averaged. Energies are listed in eV per
2×1 in-plane cell measured with respect to the lowest energy structure for each O:Zr
ratio.
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5.5 Conclusion

We have conducted a computational study of ZrO2 monolayers on Si(001) using DFT.

We have found a multiplicity of (meta)stable structures with a large variation in

ionic polarization but no large differences in energy, atomic structure and chemistry.

This suggests that achieving epitaxy in the experiment should be challenging. We

have also summarized the experimental results on amorphous ZrO2 monolayers on

Si(001) with an atomically abrupt interface. These monolayers are shown with C-

V measurements to be ferroelectric with ∆V = 0.4 eV. In order to understand

the finite-temperature behavior of these ultrathin films, we have developed a two

dimensional Ising-like discrete lattice model of the domains in these thin films with

DFT-derived parameters. We have employed mean-field and Monte Carlo simulation

approaches to study this lattice model and concluded that two oppositely polarized

structures, namely S2, S3 and their counterparts S2 and S3, dominate the films at

temperatures of interest. Ferroelectric switching observed in the experiment can be

understood as locally switching between these two structures. We have found that

for epitaxial films this switching would lead to a VBE shift in silicon of ∆V = 0.6 eV,

which is comparable to the experimental value. Finally we have investigated the

monolayers with varying oxygen content, i.e. ZrOx with x = 1.0, 1.5, 2.0, 2.5, 3.0. We

have reported the main trends in these films that may guide future theoretical and

experimental research into monolayer oxides.

Appendix: List of all domain wall energies

We list all the domain wall energies in Table 5.6, which includes the couplings between

S1, S2, S3 and their barred counterparts, also reported above in Table 5.4.

A few of the couplings that involve the higher-energy S4 and S5 structures are

negative, which can be understood in some cases as the domain boundary region re-
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Domain boundary Jx (eV) Jy (eV)

S1, S1 0.26 1.35

S1, S2 0.76 1.13

S1, S2 0.96 0.99

S1, S3 0.61 4.81

S1, S3 0.44 1.75

S1, S4 0.55 2.79

S1, S4 -0.20 2.37

S1, S5 0.35 1.35

S1, S5 0.40 0.56

S2, S2 0.38 1.64

S2, S3 0.17 0.98

S2, S3 0.01 0.91

S2, S4 -0.17 2.23

S2, S4 0.86 2.28

S2, S5 0.34 0.59

S2, S5 -0.12 1.31

S3, S3 0.73 0.002

S3, S4 0.10 1.89

S3, S4 0.23 1.84

S3, S5 -0.24 0.75

S3, S5 0.69 1.21

S4, S4 0.55 -0.33

S4, S5 0.71 0.65

S4, S5 -0.26 1.86

S5, S5 0.56 0.30

Table 5.6: Domain boundary energies computed from first principles. These energies
serve as the couplings of nearest neighbors in our lattice model.
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Figure 5.27: The domain boundaries along the y-direction between S3 and S5, com-
puted by stacking 3 unit cells of each structure along the x-direction. The domain
energy, computed to be Jx (S5, S5) = −0.24 eV per unit length, is negative partly
due to the fact that the vicinity of one of the boundary walls (labelled S3r) resembles
a lower energy configuration S2 (see Figure 5.7).

sembling a lower energy structure. In Figure 5.27 we illustrate the domain boundaries

that correspond to Jx (S3, S5) = −0.24 eV. The structure immediately to the left of

the right domain boundary (S3r) closely resembles the S2 structure (see Figure 5.7).

However, the fact that the higher energy S4 and S5 structures have negative domain

wall energies with the lower energy structures in some cases is not enough to generate

antiferroelectric patterns in our Monte Carlo simulations. This may be due to the

separation of scale in the energies of the lowest three structures and S4 and S5 (see

Table 5.2). Hence the energy gain by making these domain boundaries (0.26 eV or

less) is not enough to compensate the high energy of these two structures.
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Chapter 6

Ferroelectricity in HfO2 thin films

6.1 Introduction

Achieving ferroelectricity in thin films is the subject of decades long research endeavor

because of potential technological applications, e.g., the ferroelectric field effect tran-

sistors (FeFET) and ferroelectric memory (FeRAM). We have discussed thin film

ferroelectricity on semiconductors in Chapters 4 and 5. In this Chapter, we turn to

HfO2 which is the widely used dielectric gate oxide in today’s field effect transistor de-

vices. HfO2 is thermodynamically stable on silicon up to high temperatures, allowing

abrupt HfO2/Si interfaces to be grown without formation of silica in the interfacial

region [107]. In addition, with a large band gap of 5.3 - 5.7 eV and a dielectric con-

stant of εr ≈ 20 in its bulk form under ordinary conditions [108], HfO2 is a widely

used gate insulator and a replacement material for SiO2 [4]. The recent discovery of

ferroelectricity in HfO2-based thin films has further multiplied the research interest in

this material [9, 10]. It has been shown in various experimental studies that ferroelec-

tricity in HfO2-based films arises from the creation of the polar orthorhombic phase

(space group: Pca21) of HfO2 during a rapid annealing process in conjunction with

the presence of a capping electrode (typically TiN). It has also been demonstrated
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that the ferroelectric properties of these films strongly depend on factors such as the

doping species, doping concentration, annealing temperature and film thickness [108].

Even though devices based on these films are already being designed and developed,

a microscopic understanding of the effects of the aforementioned factors is presently

lacking. This is, in part, due to the polycrystalline and complex nature of the HfO2

films that have been grown to date, as well as due to the relative newness of this field.

To the best of our knowledge, the ferroelectric hafnia-based thin films are polycrys-

talline with differently oriented grains of monoclinic (space group: P21/s), tetragonal

(P42/nmc) and orthorhombic (Pca21) phases in various ratios. The monoclinic and

the tetragonal phases are non-polar, and they are the observed bulk phases of HfO2

at room temperature and at high temperature, respectively. Experiments demon-

strate that the orthorhombic phase arises during the rapid annealing with a capping

electrode. In addition, the concentration of dopants is crucial in determining the ferro-

electric properties. Because the volume fraction of the orthorhombic phase compared

to the other non-polar phases is what ultimately decides the robustness of ferroelec-

tricity in the HfO2 films, a structural understanding of the favorable conditions for

this phase is crucial in order to optimize the growth procedure.

To this end, in our ab initio studies we investigate the energetics of different phases

of HfO2 with varying amounts of Si and Zr doping and subject to a range of epitaxial

strain states. In Section §6.2 we summarize the experimental findings on ferroelectric

thin films of hafnia to date. In Section §6.4 we describe our computational study of

doping and strain on hafnia with a particular focus on Si:HfO2 and HfxZr1−xO2. We

have found that at certain doping levels the transformation of the high temperature

tetragonal phase to the out-of-plane polarized orthorhombic phase is favored. These

results, together with additional analysis, help explain the common experimental

observations as well as some of the underlying causes from a microscopic viewpoint.

We also describe, in Section §6.4, preliminary results on simulated HfO2 thin films
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including the interface with electrodes in order to find a comprehensive understanding

of the energetics in thin films.

6.2 Summary of experiments to date

Since their discovery in 2011, ferroelectric hafnia thin films have garnered tremendous

experimental attention. In Table 6.1 we list some of the studies that have investigated

factors such as doping species, doping concentration, thickness of the film, and top

and bottom electrodes (TE/BE).

These studies have found that when the HfO2 films are doped with a few percent of

a wide range of dopants, or with ∼50% Zr, and grown to be ∼ 5−20 nm thick between

two metal electrodes, and annealed at ∼ 800−1000 °C, they can display ferroelectric-

ity. Some of the studies [109, 9, 110, 114] have shown that for TiN/HfO2/TiN stacks,

if the film is annealed before the deposition of the top electrode, then the ferroelectric

hysteresis is significantly suppressed. Given that TaN and Ir top electrodes have also

been found to be favorable for ferroelectricity, this effect is thought not to be due to

the particular structure of TiN, but to be due to the confinement the top electrode

provides to the film during annealing.

In terms of the atomic structure of the films, many of these studies have performed

XRD analyses to show that ferroelectricity is intimately related with the presence of

the orthorhombic Pca21 phase of HfO2. The path to the stabilization of this phase is

believed to be via the creation of grains of the tetragonal P42/nmc phase which are

present when the film is first deposited [10]. The tetragonal phase is known to be sta-

bilized by surface effects [120], and recent studies have shown doping to be a stabilizer

for this phase as well [121, 122]. Hence, it appears that for ferroelectric hafnia-based

films, the orthorhombic phase is obtained from the tetragonal grains during rapid

thermal annealing under the confinement of a top electrode. Crystallization without
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Reference Dopant TE/BE Thickness Observations

Böscke [9] Si TiN/TiN 7-10 nm FE at 2.6%-4.3% Si;
∼AFE at 5.6% Si.

Müller [109] Y TiN/TiN 10 nm FE at 2.3%-5.2% Y.

Mueller [110] Al TiN/TiN 16 nm FE at 4.8% Al;
AFE at 8.5% Al.

Müller [10] Zr TiN/TiN 9 nm
PE at <30% Zr;

FE at %30-%60 Zr;
AFE at >70% Zr.

Yurchuk [111] Si TiN/TiN 9, 27 nm FE at 4.4% Si, 9 nm;
∼PE at 27 nm.

Park [112] 50% Zr TiN/TiN 5-25 nm
FE at 5-17 nm;
PE at 25 nm.

Pca21 phase confirmed.

Park [113] 50% Zr TiN/TiN
TiN/Pt 5-27 nm

FE at 8-19 nm for TiN;
Less FE for Pt at 8 nm;
PE for Pt at > 13 nm.

Lomenzo [114] Si
TiN/Si
Ir/Si
Ir/Ir

10 nm
FE similar for TiN/Si

and Ir/Si.
Smaller Pr for Ir/Ir.

Schroeder [115]
Si, Al,
Y, Gd,
La, Sr

TiN/TiN 10 nm

FE at 4.4% Si;
AFE at >5.6% Si.
Similar for Al.
No AFE for

other dopants.

Park [116] 50% Zr TiN/TiN
TiN/Ir 9-24 nm FE at 9-19 nm for TiN;

FE at 12-15 nm for Ir.

Sang [117] Gd TiN/TiN 27 nm FE; Pca21 phase
confirmed.

Hoffmann [118] Gd
TiN/TiN
TiN/TaN
TaN/TaN

10-27 nm

FE similar for all stacks;
TaN/TaN >

TiN/TiN ' TiN/TaN
in terms of Pr.

Chernikova [119] 50% Zr TiN/TiN 2.5 nm FE; Pca21 phase
confirmed.

Table 6.1: Selected experimental studies of ferroelectric hafnia thin films published
between 2011 and 2016, listed chronologically. FE means ferroelectric, AFE means
antiferroelectric.
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a top electrode leads to the formation of the monoclinic P21/s phase, which is the

non-polar ground state at relevant temperatures. The causes for the favorability of

the tetragonal → orthorhombic transition over the tetragonal → monoclinic transi-

tion under these doping/thickness/temperature/confinement conditions are not well

understood.

6.3 Computational methods

We compute minimum energy structures using density functional theory (DFT) in

the Perdew–Burke–Ernzerhof Generalized Gradient Approximation (PBE GGA) [18]

with ultrasoft pseudopotentials [19]. We use the QUANTUM ESPRESSO software

package [65]. Plane wave energy cutoffs of 55 Ry and 35 Ry are used for bulk and

thin film simulations, respectively. We sample the Brillouin zone with an 8 × 8 ×

8 Monkhorst–Pack k-point mesh (per 12 atom unit cells) and a 0.02 Ry Marzari–

Vanderbilt smearing [64] for bulk samples; slab (thin film) systems are sampled at a

density of 6×6×1. For thin film simulations, periodic copies of the slab are separated

by ∼ 12Å of vacuum in the z−direction (see Figure 6.1 for a representative unit cell),

and the in-plane lattice constants of the slab are fixed to the bulk computed lattice

constants of the HfO2 for the plane in consideration. In general, a slab may have

an overall dipole moment that can artificially interact with its periodic copies. We

eliminate this effect by introducing a fictitious dipole in the vacuum region of the

cell which cancels out the electric field in vacuum [66]. All atoms are relaxed until

the forces on the atoms are less than 10−4 Ry/a0 in all axial directions, where a0

is the Bohr radius. We use both direct substitution of atoms as well as the virtual

crystal approximation (VCA) to model doping [123]. In the VCA, to approximate

the mixing of two elements A and B with ratios x and 1 − x, a virtual element

is created by linearly interpolating the pseudopotentials of A and B such that the
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Figure 6.1: A sample simulation cell for a thin film relaxation of an Ir/HfO2/Ir stack.
HfO2 is in the monoclinic phase with [001] orientation. The in-plane lattice is fixed
to the lattice parameters of this phase and orientation of HfO2 (see section 6.4.4 for
details of these thin film simulations). Periodic copies of the stack are separated by
vacuum.

resulting pseudopotential is V = xVA + (1− x)VB. The VCA is known to be a

good approximation when alloying chemically similar elements with the same valence

state. A detailed comparison of these two approaches for some test cases is reported

in section 6.4.2.

6.4 Results

6.4.1 Bulk phases of HfO2

HfO2 can be observed in three phases in its bulk form. The monoclinic phase (space

group: P21/c) is stable all the way up to ∼2000 K. Between ∼2000 K and ∼2900

K, the tetragonal phase (space group: P42/nmc) is observed. The highest symmetry

cubic phase (space group: Fm3m) is observed between ∼2900 K and the melting

temperature of ∼3100 K [124]. The cubic phase of HfO2 is depicted in Figure 6.2.

It is a face centered cubic structure with one formula unit per lattice point. The

tetragonal and the monoclinic phases are obtained from the cubic phase through

consecutive symmetry breaking operations.
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Figure 6.2: Cubic phase of HfO2.

These three bulk phases are all centrosymmetric, which makes the oxide dielec-

tric under ordinary conditions. However, as described in Section §6.2, the recent

discovery of ferroelectricity in HfO2 thin films indicates that a non-centrosymmetric

orthorhombic phase (space group: Pca21) is stabilized under certain growth condi-

tions that gives rise to a switchable polarization. The four phases of HfO2 that are the

focus of this study are shown in Figure 6.3. The orthorhombic and monoclinic phases

are obtained from the tetragonal phase by symmetry breaking operations, indicated

by a blue arrow in the figure.

In Table 6.2 we compare our computed energies of each phase (relative to the

monoclinic phase) with the results from previous computational studies. We find

that our results agree well with Ref. [125] which uses the GGA to approximate the

exchange-correlation functional; and Refs. [126] and [127] which use the Local Density

Approximation (LDA) agree with each other.

In Table 6.3 we report the lattice parameters we have found compared with the

results of previous studies. We find that our results generally lie within the range of
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Figure 6.3: Bulk phases of HfO2 considered in this work. Subgroup relations are
shown by blue arrows. Cubic, tetragonal and monoclinic phases are experimentally
observed bulk phases. The non-centrosymmetric orthorhombic phase is observed in
some thin films of HfO2 and gives rise to ferroelectricity. For each phase, the 12-atom
simulation cell that we use in this study is also displayed by thin lines.

Bulk phase This work (GGA) [125]
(GGA)

[126]
(LDA)

[127]
(LDA)

mono P21/c ≡ 0.00 ≡ 0.00 ≡ 0.00 ≡ 0.00

ortho Pca21 0.08 0.06 0.05 0.06

tetra P42/nmc 0.16 0.14 0.07 0.09

cubic Fm3m 0.27 0.21 0.09 0.14

Table 6.2: Energies of the bulk phases of HfO2 (relative to the monoclinic phase)
considered in this work, compared with previous computational work.
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agreement among the previous work, where there is a difference of <5% for a given

lattice parameter between studies.

6.4.2 Effects of doping on bulk HfO2

Due to its importance in the ferroelectric properties of hafnia thin films, we have

investigated the role of doping in stabilizing the various phases of HfO2 with respect

to each other. We list the energies of bulk phases with respect to the monoclinic phase

for various dopants in Table 6.4. These simulations are done with 2×2×2 simulation

cells with 96 atoms, where one Hf per cell (1 in 32) is replaced by the dopant. All

atomic positions and cell parameters are then relaxed. This leads to a doping ratio

of 3.125% where the dopants are equally spaced in the three lattice directions. For

elements with a different number of valence electrons than Hf, such as N, Al, Sr, Y

and La, we have additionally computed relaxed energies with compensating (added)

electrons or holes and compared these with the neutral relaxations.

We find that doping does not change the energy difference between the orthorhom-

bic and the monoclinic phases significantly. However, in some cases (C, N*, Si and

Ge) it reduces the energy of the tetragonal phase, and in some cases (C, N, N*, Al*,

Si, Ge and Sr*) it increases the energy of the cubic phase. We also find that changing

the number of electrons in the cell does not significantly modify the energies of the

orthorhombic and the tetragonal phases (with the exception of N), but increases the

energy of the cubic phase (again with the exception of N).

The most significant observation of this survey of dopants is that, for non-metal

dopants (C, N*, Si and Ge), the tetragonal phase experiences a significant stabiliza-

tion. If we focus on the monoclinic, orthorhombic and tetragonal phases, which are

the phases that participate in the thin film processes, we conclude that, apart from

the cases of C, N*, Si and Ge, no significant change occurs in terms of pure phase

energetics.
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Bulk phase ortho Pca21 tetra P42/nmc cubic Fm3m

No doping 0.09 0.16 0.26

C 0.07 0.08 0.46

N 0.10 0.15 0.41

N* (-1e) 0.09 0.10 0.41

Al 0.09 0.16 0.28

Al* (+1e) 0.09 0.15 0.33

Si 0.07 0.11 0.33

Ti 0.09 0.15 0.27

Ge 0.09 0.12 0.30

Sr 0.08 0.16 0.23

Sr* (+2e) 0.10 0.18 0.34

Y 0.08 0.17 0.24

Y* (+1e) 0.09 0.17 0.29

La 0.08 0.16 0.24

La* (+1e) 0.08 0.16 0.29

Table 6.4: Energies of the bulk phases of HfO2 (relative to the monoclinic P21/c
phase) with 3.125% doping with various elements. The elements with a star (*)
denote simulations with added electrons or holes to compensate for the difference
in the number of valence electrons of that element and Hf. The number of extra
electrons per simulation cell is shown next to each element in parentheses. For the
case of N, one electron is taken out of the system, which is denoted as (-1e).
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Phase Nearest O neighbor distances (Å) C. N.

mono Hf 2.05 2.14 2.14 2.16 2.18 2.28 2.30 7

ortho Hf 2.04 2.12 2.13 2.14 2.14 2.24 2.27 7

tetra Hf 2.07 2.07 2.07 2.07 2.39 2.39 2.39 2.39 8

mono Si 1.76 1.79 1.80 1.83 1.87 2.36 2.92 5

ortho Si 1.75 1.77 1.81 1.81 1.92 2.27 3.07 5

tetra Si 1.69 1.69 1.69 1.69 2.75 2.75 2.75 2.75 4

Table 6.5: List of (Hf,Si) - O bond lengths for each of the monoclinic, orthorhombic
and tetragonal phases, for the undoped case (top three rows) and the 3.125% Si doped
case. The number of oxygen neighbors to Hf or Si (coordination number) is reported
in the rightmost column.

6.4.2.1 Doping by Si

In order to gain a comprehensive understanding of the effects of doping by one of

the elements, we focus on Si which is one of the most widely used dopants in hafnia-

based thin films (aside from Zr). In Figure 6.4, we present the environment of a

hafnium atom by showing its bonds with the neighboring oxygen atoms for the (a)

monoclinic, (b) orthorhombic, and (c) tetragonal phases of HfO2. We also present the

environment of a silicon atom that replaces a hafnium atom after a full relaxation,

for the the (d) monoclinic, (e) orthorhombic, and (f) tetragonal phases.

As seen by the number of Hf-O bonds drawn in Figure 6.4, a hafnium atom is

seven-fold coordinated by oxygen atoms in the monoclinic and orthorhombic phases

and eight-fold coordinated in the tetragonal phase. A silicon dopant becomes five-fold

coordinated in the monoclinic and orthorhombic phases, and four-fold coordinated in

the tetragonal phase. We list the (Hf,Si)-O distances for all cases in Table 6.5.

We find that the monoclinic and the orthorhombic phases have the same coordi-

nation configuration in HfO2, and the coordination of Si dopant is approximately the
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Figure 6.4: The environment of a Hf atom in the (a) monoclinic, (b) orthorhombic,
and (c) tetragonal phases of HfO2 compared with the environment of a Si dopant in
the (d) monoclinic, (e) orthorhombic and (f) tetragonal phases. For each case, the
bonds between the atom in question and its nearest oxygen neighbors are drawn. See
Table 6.5 for the list of (Hf,Si)-O bond lengths in each case and the number of nearest
oxygen neighbors (coordination number).
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HfO2 2% Si (VCA) 3.125% Si (AS) 3.125% Si (VCA) 4% Si (VCA)

ortho 0.08 0.07 0.07 0.05 0.03

tetra 0.16 0.15 0.11 0.11 0.08

cubic 0.26 0.17 0.33 0.12 0.08

Table 6.6: Energies of the orthorhombic, tetragonal and cubic phases with respect
to the monoclinic phase, for pure and Si doped HfO2, as computed by direct atomic
substitution (AS) for 3.125% and the virtual crystal approximation (VCA) for 2%,
3.125% and 4%. The energies are listed in eV per unit formula.

same for these two phases. Hence the energy difference between the orthorhombic

and the monoclinic phases does not significantly change. However, in the tetragonal

phase, the hafnium atom is coordinated by 8 oxygens. A closer inspection reveals that

Hf is surrounded by two concentric oxygen tetrahedra with Hf-O distances of 2.07 Å

and 2.39 Å. After replacement of this hafnium with a silicon atom, the closer tetra-

hedron is pulled in and the farther tetrahedron is pushed out so that the distances

become 1.69 Å and 2.75 Å. This oxygen environment for silicon is almost identical

to its environment in the ground state of bulk SiO2. In the P3121 (α-quartz) phase

of SiO2, silicon atoms lie in the centers of oxygen tetrahedra with a Si-O distance of

1.63 Å (our calculation). We note that among the low-energy polymorphs of SiO2,

five out of six lowest energy structures feature tetrahedral cages [125]. Therefore, we

conclude that the favorable tetrahedral environment of Si dopant in the tetragonal

phase causes its significant stabilization with respect to the orthorhombic and the

monoclinic phases.

We conclude the discussion on Si doping by comparing our results that are ob-

tained by atomic substitution (AS) and virtual crystal approximation (VCA). In

Table 6.6, we list the energies of the orthorhombic, tetragonal and cubic phases with

respect to the monoclinic phase, for 2% and 4% Si-doped cases computed by VCA,
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and the 3.125% Si-doped case computed by AS and VCA. We find that VCA is in

agreement with AS for the tetragonal phase, and gives an acceptable result for the

orthorhombic phase. We have investigated the disagreement in the cubic phase by

first inspecting the environment of the Si dopant in the case of AS. The eightfold

coordination of hafnium persists for the silicon dopant. We have then relaxed the

structure again after slightly displacing one of the neighboring oxygens, which has

resulted in the transformation of the cell into a tetragonal cell, indicating that the

cubic phase is unstable toward silicon doping. Hence, for the remainder of our study,

we do not discuss the behavior of the cubic phase, which is also not observed in

hafnia-based thin films.

6.4.2.2 Hf/Zr mixing

As the other most widely used dopant in hafnia thin films, we now turn to Zr. In

Table 6.7 we list the energies of the orthorhombic, tetragonal and cubic phases with re-

spect to the monoclinic phase for bulk HfxZr1−xO2, where x = 1.00, 0.75, 0.50, 0.25, 0.00.

For each case we compare the AS and the VCA results. For AS computations, we

used 4-unit formula (12-atom) cells and replaced 0 - 4 Hf atoms in the cell with Zr.

For the 50% mixing case, where 2 Hf atoms per cell are substituted by Zr, we compute

the energies for all possible 2-atom substitutions in the cell. These differently chosen

pairs of atoms lead to relaxed energies within 0.02 eV per unit formula, and the lowest

such energy is reported for each phase.

We find that AS and VCA are in very good agreement for the orthorhombic and

tetragonal phases, as in the Si-doped case. We have not investigated the cause of the

differences between these two methods for the cubic case, but since the cubic phase

does not appear to participate in ferroelectricity of hafnia thin films, we have decided

to leave this question for future research.
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HfO2 Hf0.75Zr0.25O2 Hf0.50Zr0.50O2 Hf0.25Zr0.75O2 ZrO2

ortho (AS) 0.08 0.08 0.08 0.07 0.08

ortho (VCA) 0.08 0.07 0.07 0.07 0.08

tetra (AS) 0.16 0.14 0.14 0.14 0.12

tetra (VCA) 0.16 0.14 0.13 0.12 0.12

cubic (AS) 0.26 0.25 0.23 0.22 0.21

cubic (VCA) 0.26 0.20 0.19 0.19 0.21

Table 6.7: Energies of the orthorhombic, tetragonal and cubic phases with respect
to the monoclinic phase, for HfxZr1−xO2 where x =1.00, 0.75, 0.50, 0.25 and 0.00,
as computed by atomic substitution (AS) and virtual crystal approximation (VCA).
The energies are listed in eV per unit formula.

6.4.3 Effects of strain on doped HfO2

6.4.3.1 Matching planes for bulk phases

It has been observed that ferroelectric hafnia thin films have large numbers of tetrago-

nal grains in the early stages of growth [121, 122]. This is understood to be caused by

a reduction of the relative energy of the tetragonal phase through its low energy sur-

face [120] and doping. We have shown that for 3 - 4% Si doping, the tetragonal phase

is significantly stabilized, which agrees with the findings of previous computational

studies [129, 130] . We have also shown that for Zr mixing above 25% the tetragonal

phase is also stabilized, again in agreement with previous studies [130, 127]. Hence it

is reasonable to think that a significant ratio of the initial grains during film growth

are tetragonal. Then after deposition of the top electrode, some portion of these

tetragonal grains transform into orthorhombic grains. We will now investigate this

possible scenario in more detail. Our main physical assumption will be that during

the potential transformation of the tetragonal gain into other phases, the grain is
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Figure 6.5: Conventional unit cells of the tetragonal and the orthorhombic phases,
and the approximate equalities between their lattice parameters and lattice planes.
The polarization vector lies in the [001] direction of the orthorhombic phase. A [100]
oriented tetragonal grain can transform into a [001] oriented out-of-plane polarized
orthorhombic grain by a set of small changes in the lattice parameters.

confined within the film and in approximate epitaxial relation to a substrate: that it

can not change its in-plane area significantly during the transformation.

In order for an out-of-plane polarized orthorhombic grain (orientation [001]) to

form without a large change in the in-plane lattice parameters, the parent tetragonal

grain needs to have the orientation [100] or [010] (which are physically equivalent).

We demonstrate these matchings in Figure 6.5. The short sides of the tetragonal

phase (at) and the orthorhombic phase (bo, co) are similar in length; and the long

sides of these two phases (ct and ao) are also similar in length (see Table 6.3 for the

computed values). Therefore the tetragonal cell can transform into the orthorhombic

cell by slightly elongating ct and slightly contracting one of the at.

Repeating the same analysis for the monoclinic phase, we eliminate the m [001]←→

o [001] matching because of the mismatch in lengths, and the m [010] ←→ o [001]

matching because of the mismatch in the angles between the in-plane lattice vectors.
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Therefore the set of matchings that leads to a [001] oriented orthorhombic phase is:

m [100]←→ t [100]←→ o [001] .

6.4.3.2 Effects of strain on undoped grains

To investigate the likelihood of the tetra→ mono and the tetra→ ortho transforma-

tions with these matchings, we have simulated epitaxially strained phases of hafnia

via computational relaxations of bulk hafnia strained to pre-specified lattice param-

eters. For each of the three phases, we have fixed the in-plane lattice parameters to

-4%, -2%, 0%, 2% and 4% strained values and have relaxed the third lattice parame-

ter as well as all the atomic positions. In Figure 6.6, we plot the energies of the three

phases of HfO2 vs the area of the matching plane based on this method. For each

phase, we fit a third degree polynomial to the five data points we have obtained to

draw a smooth curve. The tetragonal, orthonormal and monoclinic phases are shown

as green, blue and black curves, respectively.

A t [100] grain of optimized in-plane area may transform into the orthorhombic

and the monoclinic phases without changing its area, which would be represented in

Figure 6.6 as a downward jump from the bottom of the green curve to a point on

either the blue or the black curve. Because at the optimized area of the t [100] grain

the monoclinic phase is 0.18 eV lower than the orthorhombic phase, the likelihood of

the tetra → mono transformation should be much higher than the likelihood of the

tetra → ortho transformation. We also circle in Figure 6.6 the point at which the

curves that correspond to the monoclinic and the orthorhombic phases cross. That

point corresponds to a 3% compressive biaxial strain with respect to the t [100] grain.

Therefore, in the absence of a mechanism that generates such a compressive strain,

the grain is expected to transform into a m [100] grain during annealing.
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Figure 6.6: Energies of the monoclinic, orthorhombic and tetragonal phases vs in-
plane matching area for epitaxially strained bulk simulations of pure HfO2. For each
phase, five data points at -4%, -2%, 0%, 2% and 4% strain are chosen and computed
(small dots). The curves are obtained by fitting cubic polynomials to these five data
points. The energy difference between the orthorhombic and the monoclinic phases
at the optimized area of the t [100] grain is equal to 0.18 eV per 12-atom cell, and
labelled in the figure. The zero of energy is chosen arbitrarily.
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Figure 6.7: Energies of the monoclinic, orthorhombic and tetragonal phases vs in-
plane area for epitaxially strained bulk simulations of (a) 2% Si doped and (b) 4% Si
doped HfO2. For each composition and phase, five data points at -4%, -2%, 0%, 2%
and 4% strain are chosen and computed. The curves are obtained by fitting cubic
polynomials to these five data points. The energy difference between the orthorhombic
and the monoclinic phases at the optimized area of the t [100] grain is labelled in the
figure in (a), and is equal to zero in (b). The zero of energy is chosen arbitrarily.

6.4.3.3 Effects of strain on Si:HfO2

We repeat the same set of simulations for the 2% and the 4% Si doped HfO2 as

modeled by the VCA. We present the results in Figure 6.7.

We observe in Figure 6.7 (a) that for the 2% Si doped HfO2, the energy difference

between the orthorhombic and the monoclinic phases at the optimized area of t [100]

grains is 0.09 eV, which is lower than the undoped value of 0.18 eV. The mono/ortho

crossing occurs at 1% compressive strain as opposed to 3% in the undoped case. Hence

the formation of the o [001] grains through the t [100] grains is favored by Si doping.

In the case of 4% Si doping as shown in Figure 6.7 (b), the mono/ortho crossing

occurs at no strain. Thus from a purely energetic point of view, an optimized t [100]

grain has equal chance of transforming into a o [001] grain or an m [100] grain.

In Table 6.8 we summarize our findings on the epitaxially strained Si-doped HfO2.
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HfO2 2% Si 4% Si

% strain where E (o) = E (m) -3% -1% 0%

E (t)− E (o) (eV) 0.32 0.34 0.12

E (t)− E (m) (eV) 0.50 0.43 0.12

Table 6.8: Summary of the results described in Figures 6.6 and 6.7. The strain values
reported are biaxial strain with respect to the optimized in-plane area of the [100]
oriented tetragonal phase when the energies of the orthorhombic and the monoclinic
phases coincide. The energies are reported in eV per 12-atom cell.

As the doping concentration increases, the energy difference between the orthorhom-

bic and the monoclinic phases at the optimized in-plane area of t [100] grains de-

creases. At 4% doping, the energies of the o [001] and m [100] grains coincide for the

in-plane area that is optimized for t [100] grains. However, the tetra → mono trans-

formation that keeps the area fixed increases the volume of the cell by 5%, whereas

the tetra → ortho transformation that keeps the area fixed decreases the volume

by 1%. Therefore, in the presence of a top electrode that provides confinement,

the tetra → ortho transformation may have a further advantage compared to the

tetra→ mono transformation. Our findings offer an explanation for the experimental

observation that 3 - 4% Si doped films that are subjected to high temperature anneal-

ing with a top electrode have ferroelectric properties; i.e. >2% doping (in the case

of silicon) and pre-annealing deposition of the top electrode are necessary conditions

for ferroelectricity (see Section §6.2).

6.4.3.4 Effects of strain on HfxZr1−xO2

As one of the most common hafnia derivatives that has successfully been used as a

ferroelectric thin film, we now investigate strain effects in HfxZr1−xO2. We present our

results in Figure 6.8. We find that the energy difference between the orthorhombic

151



Figure 6.8: Energies of the monoclinic, orthorhombic and tetragonal phases vs
in-plane area for epitaxially strained bulk simulations of (a) Hf0.75Zr0.25O2, (b)
Hf0.50Zr0.50O2, (c) Hf0.25Zr0.75O2 and (d) pure ZrO2. For each composition and phase,
five data points at -4%, -2%, 0%, 2% and 4% strain are chosen and computed. The
curves are obtained by fitting cubic polynomials to these five data points. The energy
difference between the orthorhombic and the monoclinic phases at the optimized area
of the t [100] grain is labelled in the figure in for each case. The zero of energy is
chosen arbitrarily.

and the monoclinic phases at the optimized area of t [100] grains is (a) 0.14 eV for

x = 0.75, (b) 0.04 eV for x = 0.50, (c) 0.13 eV for x = 0.25 and (d) 0.18 eV for pure

ZrO2. Hence HfZrO4 (x = 1/2) presents the most suitable case for the tetra→ ortho

transformation.

In Table 6.9 we report our relevant results for HfxZr1−xO2. The energy difference

between the orthorhombic and the monoclinic phases at the optimized in-plane area

of t [100] grains is minimized at x = 0.50. For this case, the energies of the o [001]
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HfO2 Hf0.75Zr0.25O2 Hf0.50Zr0.50O2 Hf0.25Zr0.75O2 ZrO2

% strain where
E (o) = E (m)

-3% -2% -1% -2% -3%

E (t)− E (o)
(eV) 0.32 0.27 0.26 0.17 0.18

E (t)− E (m)
(eV) 0.50 0.43 0.30 0.30 0.36

Table 6.9: Summary of the results described in Figures 6.6 and 6.8. The strain values
reported are biaxial strain with respect to the optimized in-plane area of the [100]
oriented tetragonal phase when the energies of the orthorhombic and the monoclinic
phases coincide. The energies are reported in eV per 12-atom cell.

and m [100] grains coincide for the in-plane area that is 1% compressively strained

with respect to the optimized area for t [100] grains. Without the strain, the tetra→

mono transformation is preferred to the tetra → ortho transformation by 0.04 eV

per 12-atom cell. However, the former increases the volume by 3%, whereas the

latter increases the volume by 1%. Therefore the confinement effects provided by the

top electrode may favor the tetra → ortho transformation over the tetra → mono

transformation. As in the case of Si doping, our findings explain the experimental

observation that 30 - 60% Zr doped films that are annealed with a capping electrode

present ferroelectric properties (see Section §3.2).

In addition, we observe that for Hf0,25Zr0.75O2 and ZrO2, the energy versus strain

curves that represent the tetragonal and the orthorhombic phases lie closer to each

other (see Figure 6.8). In Table 6.9 we notice that the energy difference between

the optimized t [100] grains and the o [100] grains with the same area is lowest for

high Zr:Hf ratios. Because the orthorhombic Pca21 space group is a subgroup of

the tetragonal P42/nmc space group, the proximity in their energies promotes anti-

ferroelectricity [126]. This supports the experimental observation of antiferroelectric
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behavior in thin films with higher Zr content (see Section §3.2).

6.4.4 Thin film simulations

In addition to the combined effects of doping and strain, we have performed some pre-

liminary investigations of interface effects. In hafnia-based thin films, ferroelectricity

occurs when the film is ∼8 - 24 nm thick, and the grains are generally a few nanome-

ters in size. This makes finite-size effects potentially important. Surfaces of ZrO2 and

HfO2 have been studied experimentally [131, 132] and theoretically [120, 133, 134, 135]

prior to the discovery of ferroelectricity in these films, with a focus on the monoclinic

and tetragonal phases. A recent study has included the polar orthorhombic Pca21

phase into a first principles investigation of surfaces of hafnia [136].

Our goal is to compute the energies of the interfaces between relevant phases

of hafnia and typical electrodes such as TiN or Ir. For that purpose, we have be-

gun a computational survey of hafnia thin films. In Figure 6.9, we demonstrate an

Ir/HfO2/Ir stack schematically. In order to isolate thin film effects from strain effects,

we fix the in-plane lattice parameters to the lattice parameters of the HfO2 phase and

orientation that we choose to study. We have found that the lattice parameters of

HfO2 are in the range of 5.04 - 5.30 Å (see Table 6.3). On the other hand, typical

electrodes used with hafnia thin films, e.g. TiN and Ir have lattice constants of 4.24

Å and 3.90 Å, respectively. Therefore, very large simulation cells would be needed to

accurately represent epitaxial interfaces between the hafnia and the electrode with a

small lattice mismatch. However, epitaxy is not actually observed in the experimen-

tal systems. Therefore, we study the interfaces using much more reasonably sized
√

2 ×
√

2 cells of TiN (a = 6.00 Å) and Ir (a = 5.52 Å) with HfO2, strained to

match various phases and orientations of HfO2. We emphasize that these are model

calculations: the theoretical simulation has periodic boundary conditions and thus is

always epitaxial, while the experimental interfacial structure is much more complex,
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Figure 6.9: Schematic demonstration of a Ir/HfO2/Ir stack simulation. d1, d2 and d3

denote the thicknesses of the components of the stack, σIr denotes the surface energy
of Ir, and Eint 1 and Eint 2 denote interface energies of the two Ir/HfO2 interfaces.

not epitaxial, and unknown with any precision at present. Our aim is to begin a

first-principles approach to the interfacial energetics to gauge their approximate size

and potential importance.

For the rest of this section, we focus on Ir electrodes. To compute the interfacial

energies shown in Figure 6.9, we first compute the surface energy of the free-standing

Ir thin film as

2σIr = E
(Ir)
film − d× E

(Ir)
bulk, (6.1)

where E(Ir)
film is the computed energy of the free-standing strained Ir film, E(Ir)

bulk is the

energy per u.c. of the bulk strained Ir, and d is the thickness of the film in number

of u.c. E(Ir)
bulk is computed by straining a plane of bulk Ir to the choice of hafnia phase

and orientation, and relaxing the third lattice parameter and atomic positions.

Once we have found σIr, we calculate the interfacial energies Eint as

Eint 1 + Eint 2 = Estack − (d1 + d3)E
(Ir)
bulk − d2E

(HfO2)
bulk − 2σIr, (6.2)
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where Estack is the computed energy of the final materials stack, E(Ir)
bulk is the energy

per u.c. of the bulk strained Ir, E(HfO2)
bulk is the energy per u.c. of bulk HfO2, and

the thicknesses are shown in Figure 6.9. We note that we can only compute the sum

of the two interfacial energies using this approach (if the interfaces are physically

identical, then a single interface energy is available).

The relaxed configuration of the Ir/HfO2/Ir stack with d1 = d2 = d3 = 2 u.c.

where HfO2 is in the monoclinic-[001] configuration is shown in Figure 6.1. To find

the lowest energy interfaces for a given phase and orientation, we have first simulated

possible surface terminations of HfO2. In order to include an integer number of unit

cells in the thin film (i.e., stoichiometric hafnia), we have restricted the terminations

to be Hf on one end and O on the other (Hf-. . .-OO) or O terminated on both ends

(O-. . .-O). Prior work on zirconia has shown that the energy of an O-. . .-O terminated

slab is lower in energy than a Zr-. . .-OO terminated slab by 13.0 eV per in-plane cell

for t [001] films for free-standing ZrO2 [137]. We have found a very similar (and huge)

value of 13.4 eV for free -standing HfO2 by simulating 2 u.c. thick t [001] films. To

check that the Hf-. . .-OO termination remains high-energy for oxide/metal interfaces,

we have simulated Ir/HfO2 stacks with the cubic phase for (Ir)-Hf-. . .-OO, (Ir)-OO-

. . .-Hf and (Ir)-O-. . .-O terminations. We have found that the (Ir)-Hf-. . .-OO and

(Ir)-OO-. . .-Hf stacks are 6.3 and 7.8 eV per in-plane cell higher in energy than the

(Ir)-O-. . .-O stack, respectively. Therefore, we have decided to restrict our studies

below to the O-. . .-O terminated HfO2 films for all phases of hafnia.

We have begun studying the interfaces of Ir and pure HfO2 in the monoclinic,

tetragonal, orthorhombic and cubic phases, in all possible inequivalent principle ori-

entations. The only exception is the m [010] orientation, which we exclude because

of the non-orthogonal in-plane lattice vectors that do not match the (simulated) sub-

strate structure. To extract interface energies via equation (6.2), we have simulated

stacks with d1 = d2 = d3 = 2 u.c. We have found that all phases and orientations are
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Eint 1 + Eint 2 (eV per in-plane cell)

monoclinic-[001] 3.1

monoclinic-[100] 5.1

orthorhombic-[001] 4.0

orthorhombic-[100] 4.5

orthorhombic-[010] 7.1

tetragonal-[001] 4.5

tetragonal-[100] 3.0

cubic-[001] 3.8

Table 6.10: Interface energies for Ir/HfO2/Ir stacks for each HfO2 phase and orienta-
tion, computed via the equation (6.2), where d1 = d2 = d3 = 2 u.c.

mechanically stable in thin film form, with modest relaxations at Ir/HfO2 interfaces.

We list the interface energies we have found in Table 6.10. Further simulations with

thicker slabs are in progress in order to check the validity of the interface energies

that we have computed. However, the current results suggest that t [100] and m [001]

films compete for dominance for very thin films where the interface energy effects

may be determinative.

With the interface energies we have obtained via equation (6.2) and listed in

Table 6.10, we build an energetic model for variable thickness films based on our

interfacial energies and bulk hafnia energies using the formula:

E
(ph-or)
film = E

(ph-or)
int 1 + E

(ph-or)
int 2 +

h

a
(ph-or)
lattice

E
(ph)
bulk, (6.3)

where E(ph-or)
film is the energy of the thin film of HfO2 in a given phase and orientation
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Figure 6.10: Thin film energies computed via the model described in equation (6.3)
as a function of film thickness for Ir/HfO2/Ir stacks. The zero of the bulk energies is
taken as the monoclinic phase, causing the lines corresponding to this phase (black)
to be flat. The orthorhombic, tetragonal and cubic phases are represented by blue,
green and red lines, respectively. The crossing in the energies of t [100], o [001] and
m [100] films is marked with a red circle.
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“ph-or”, h is the thickness of the oxide in Å, a(ph-or)
lattice is the out-of-plane lattice parameter

of HfO2 in “ph-or” in Å, and E(ph)
bulk is the energy of a u.c. of HfO2 in phase “ph”.

We summarize the results of this model in Figure 6.10 as a plot of energy vs.

thickness for each of the phase-orientation pairs we have studied. We define E(mono)
bulk to

be zero, so the lines that correspond to the monoclinic phase are flat. We observe that,

because of variations in the interface energies that are of the order of a few eV per in-

plane cell, several crossings occur. For the purpose of understanding the stabilization

of the o [001] phase, we focus on t [100], o [001] and m [100] films as in section 6.4.3.

We find that during the early stages of growth, m [001] and t [100] grains are close in

energy (also see Table 6.10 for the interface energy values). Some of the initial t [100]

grains may become kinetically trapped as the film grows further. The energy of the

t [100] film crosses the energies of the o [001] and the m [100] films approximately at

a thickness of 16 Å. For thicker films, o [001] grains are more favorable than t [100]

grains, but less favorable than m [100]. Hence this simple model predicts that t [100]

grains may initially form during growth and then transform into o [001] and m [100]

grains during annealing.

Our modeling thus far has a number of limitations. Two that can be addressed

relatively easily are: (1) Further DFT calculations of thicker stacks are in progress

that will refine interface energies that are likely to modify the positions of crossings.

(2) The simulation for every phase and orientation is done at the unstrained lattice

parameters of that phase and orientation. The electrode is assumed to be unaffected

by strain in any significant way. This assumption can be tested by applying small

strain to each phase and orientation and re-computing the interface energies to check

that they do not change in irregular ways.
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6.5 Conclusion

We have conducted a first-principles study of doped hafnia with the goal of under-

standing some of the experimental observations from a structural point of view. We

have described the effects of doping with various dopants on the energetics of bulk

phases of HfO2. We have discussed in detail the structural changes that are caused by

Si doping. We have compared the two methods of modeling doping: atomic substitu-

tion (AS) and virtual crystal approximation (VCA). We have decided that VCA com-

pares well with AS, and used VCA to simulate the effects of epitaxial strain on doped

HfO2. We have found that among 0%, 2% and %4 Si doping, 4% doping provides the

best conditions for initial tetragonal [100] grains to transform into orthorhombic [001]

grains. We have also found that for HfxZr1−xO2, where x = 1.00, 0.75, 0.50, 0.25, 0.00,

x = 0.50 provides the most favorable conditions for the tetragonal [100]→ orthorhom-

bic [001] transformation. However, for this transformation to be preferred over the

tetragonal [100] → monoclinic [100] transformation, some confinement needs to be

present. In experiments, this confinement is provided by a top electrode (typically

TiN). Our findings provide an explanation for common experimental observations for

the optimal ranges of doping in Si:HfO2 and HfxZr1−xO2. Finally, we have described

a model to estimate the interface effects for thin films of HfO2 based on ab initio sim-

ulations of Ir/HfO2/Ir stacks. Our results are preliminary, but offer interesting clues

for how the interface effects may be in play for the stabilization of the ferroelectric

phase in these films.

160



Chapter 7

Summary and Outlook

In this Thesis, we have studied three oxides as potential candidates for ferroelectric

thin films, using first-principles methods: BaTiO3 epitaxial on Ge (Chapters 3 and

4), ZrO2 monolayers on Si (Chapter 5), and thin films of doped HfO2 (Chapter 6).

Summaries and future research prospects for each of these systems follow.

7.1 Epitaxial BaTiO3/Ge interface

We have presented our ab initio study of the epitaxial BaTiO3/Ge interface. We have

obtained two (meta)stable configurations for stoichiometric interfaces with 2×1 peri-

odicity, one of which agrees well with the atomic positions derived from experimental

measurements [11]. We have found that the choice of the top electrode determines the

relative energies of the two interfaces and can in principle be used to cause them to be

degenerate. Because the two interfaces are differently polarized, this interface may in

principle show ferroelectric properties. This is in contrast with the previously studied

analogous system of SrTiO3/Si, where the polarization is found to be fixed [83]. We

have also found that the two (meta)stable configurations have different interfacial

chemistries and different band alignments. The difference in the band alignments is

so significant that the promoted charge carrier type of the semiconductor changes,
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which may have novel technological applications. We have performed an analysis of

atomic displacements due to the interface via eigenmodes of the force constant matrix

of the bulk oxide. We have shown that these eigenmodes can be used to engineer in-

terfaces with desired properties in order to induce physical phenomena such as charge

ordering or multiferroicity [11]. We have analyzed the polarization profile of the BTO

film with its different interfaces and found that the general behavior agrees with the

previous work on STO/Si [63]. Finally, we have studied the thermodynamics and

kinetics of oxygen for these films in order to understand the growth procedure that

leads to abrupt and stoichiometric films. We have found that kinetic trapping of

oxygen in the interfacial layer is crucial, as in the case of STO/Si [93].

Our current addition to this work is the study of the Rashba effect at these in-

terfaces. The Rashba effect arises when the spin-orbit coupling is important and

inversion symmetry is broken, such as at surfaces and interfaces [138, 139, 140]. Our

preliminary results on the band structure of these interfaces suggest a non-zero Rashba

splitting, but further work is in progress. Rashba physics is linked to a rich set of

phenomena and technological applications [141, 142].

7.2 ZrO2 monolayers on Si(001)

Recognizing the limitations of the interface chemistry between a semiconductor such

as Ge and a perovskite oxide such as BTO, which restrict the possible modulation of

film polarization, we have proposed an ultrathin binary oxide, namely a monolayer

of ZrO2, as a candidate for a polarized thin film that is switchable on a semiconduc-

tor, namely Si. We have found multiple (meta)stable structures with various ionic

polarizations but similar energy, atomic structure and chemistry. We have briefly

summarized the experimental results on amorphous ZrO2 monolayers on Si(001),

which have been shown with C-V measurements to be ferroelectric. To explore the
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finite-temperature behavior of these films, we have presented a two dimensional dis-

crete lattice model of the domains whose parameters are derived from DFT results.

Through cluster-based Monte Carlo simulations, we have concluded that two oppo-

sitely polarized structures dominate the films at temperatures of interest. We have

proposed that the experimentally observed ferroelectric switching can be modeled as

locally switching between these two structures. We have found that for epitaxial films

this switching would lead to a VBE shift in silicon that is comparable to the exper-

imental measurements. Finally we have examined monolayers with varying oxygen

content, i.e. ZrOx with x = 1.0, 1.5, 2.0, 2.5, 3.0 and presented the main structural

trends in these films.

There are several possible avenues to follow to extend this work. First, we are

studying epitaxial SrTiO3/ZrO2/Si stacks in order to check whether the multiplicity

of polarizations we have achieved is retained. Our preliminary results on stacks with

3 atomic layers of STO and 1 ML of ZrO2 are promising in that we have obtained six

(meta)stable configurations with different polarization profiles. This indicates that

ZrO2 may also serve as a buffer layer between Si and STO to induce ferroelectricity

in STO, which has been a long-standing research goal [83]. Second, we are working

to improve the performance of our Wolff-cluster-type algorithm for the Monte Carlo

simulations we run in order to study the domain dynamics in these monolayers. In its

current form, our algorithm performs slowly at low temperatures, which is due to low

acceptance ratios (see Chapter 2). Modifying the parameter padd in a temperature

dependent way should help us overcome this issue. Third, it is possible to expand the

discrete lattice model to include low-energy structures of the ZrOx monolayers where

x = 1.0, 1.5, 2.0, 2.5, 3.0. This is a longer term endeavor which would require a grand

canonical ensemble treatment of the lattice model with varying oxygen content, but

would lead to a more complete understanding of the behavior of these monolayers at

finite temperatures and oxygen partial pressures.
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7.3 Ferroelectricity in HfO2 thin films

We have conducted a computational study of doped HfO2 in order to provide an

atomistic understanding to some of the experimental observations on hafnia-based

ferroelectric thin films. We have described the effects of doping on the relative energies

of the bulk phases of hafnia with a number of dopants. We have then performed

an analysis of biaxial strain on differently doped HfO2 in order to determine the

doping conditions that are optimal for the formation of the out-of-plane polarized

orthorhombic phase. We have found that for Si-doped films, 4% doping, and for

Hf-Zr oxides, 50% Zr mixing are the optimal doping conditions. Moreover, we find

that annealing after the top electrode is deposited, which is a necessary element

for ferroelectricity according to experiments, may provide the confinement which is

necessary for the suppression of the monoclinic phase. These findings are in agreement

with available experimental results. Finally, we have presented a simple model based

on DFT simulations of thin films to estimate the effects of the interfaces between

the oxide and the electrode. Our preliminary results offer potential additions to the

mechanisms that create the pathway to the ferroelectric phase in hafnia-based thin

films.

In the short term, we are working to improve the thin film simulations with the

purpose of improving on the interface energies that enter our model for thin film

energetics. Specifically, we are testing the dependence of interface energies on the

thicknesses of the elements of the electrode/HfO2/electrode stack. Then, we will

study these energies for different strain values to ascertain the importance of in-plane

strain, which is bound to come into play during experimental growth. In the longer

term, it may be useful to study the effects of doping in thin films in order to test

whether combining these two factors lead to unexpected results. On a separate course,

we are repeating the analysis of biaxial strain with HfO2 that is doped with different

elements, in order to propose alternate dopants for experiments.
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